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NON=PROPAGATION OF ERRORS = A MODIFIED TYPE-FINDING ALGNRITHM
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THE GLOBAL OPTIMIZATION ANALYSES PERFORMED BY THE SETL NPTIMIZER
PRODUCE INFORMATION WHICH CAN BE QUITE USEFUL DURINA DERUGGING.
HOWEVER, THE OPTIMIZER ALGORITHMS AS THEY NOW STAND ARE ORIENTED
TOWARD CODE IMPROVEMENT RATHER THaN TOWARD THE PRODUCTINN OF
HELPFUL DIAGNOSTIc MESSAGES. THIS SUGGESTS THAT IT MIGHY BE
USEFUL TO DESIGN AN ADDITIONAL #DEBUG = ORIENTED# VERSION OF

THE PRESENT OPTIMIZER, BY ADAPTING SEVERAL EXISTING ALGNARITHMS
TO THE DEBUGGING, DIAGNOSTIc PRODUCING MODE., NOTE THAT M0ST OF
THE OPTIMIZER ALGORITHMS ARF NQT WEEDED IN SUCH A MODEs THE

MOST USEFUL ALGORITHM IN SUCH A MODE IS THE TYPE FINDER.

IN THIS NEWSLETTER WE PROPOSE A SLIGHT MODIFICATION OF THE
TYPE FINDER, WHICH WILL MAKE IT MORE ADVAMTAGFOUS THAM THE
CURRENT ALGORITHM IN THE DERUGGIN!i, ERROR~DETECTING MODF OF
OPTIMIZATION, AND WILL HAVE NO EFFECT ON OPTIMIZATION

OF CORRECT, PRODUCTION PROGRAMS,

PRESENTLY, THE SMALLEST (2ER0) ELEMENT IN THE TYPE { ATTICE IS BNTH
THE ERROR TYPE AND THE UNDEFINED TYPE, 8Y DEFAULT, 'F AN OCCURENCF
IS NOT YET ANALYZED DURING TYPE FINDING, THEN ITS TYPE 1S STIILL
UNDEFINED, AND MAY INDEED BE INTERPRETED AS A TFMPORARY ERROR~
TYPE, IN THE SENSE THAY IF THE TYPE OF THAT OCCURENCE RFMAINS
UNDEFINED AT THE END OF TYPE=FINDING (AS WITH A VARTARBLF THAT

1S USED BEFORE IT IS EVER DFFINED), THEM INDEED WF HAVE AN
ERRONEOUS OCCURENCE.

A MORE FREQUENT CAUSE FOR ASSIGNING THE ERROR TYPF TO AN OCCUREMCF
IS THE THE APPEARANCE OF AN ILLEGAL TYPE FOR AN ARGUMENT IN AY
INSTRUCTION, FOR EXAMPLE

(1) X 12 %A2,
(2) Y i X « 1;

HERE WE ASSIGN THE ERRQOR TYPE TO Y2 DURING FORWARD PROPAGATIO',
THIS TIME EXPLICITLY AND NOT 8Y DEFAULT.

IN THE CURRENT ALGORITHM, THIS ERROR=TYPE WILL BF PROPARATED
FURTHER, TO SUBSEQUENT USES OF Y, WHICH ARE LINKED TN THWE DATA
FLOW TO THE OCCURENCE OF Y IN (2) AND TO WO OTHER OCCURENCE OF
Y. THIS MIGHT BE ALL RIGHT FOR PRUDUCTION OPTIMIZATION, WHERE
WE MIGHT WANT TO INFORM THE PROGRAMMER WHAT PARTS OF HIS
PROGRAM MIGHT BECOME INVALID DUE TO THIS ERROR, HOWFVER, DURI'G
DEBUGGING, PRUPAGATION OF ERROR=TYPES WILL NOT CONTRIRUTE
ANYTHING, BUT RATHER MAKE THINGS HORE 08BSAURE, AND MAY

PREVENT THE DETECTION OF MORE ERRORS, FOR EXAMPLF, IN A CODE
SEQUENCE LIKE
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X1 $t® CONSTANT
X2 i1=® OP1(X1)};
X3 1s QP2(X1, X2);

IF THE COMPUTATION OF, SaY, X2 Is ERRONEOUS, THEN THIS FRROR
WILL PROPAGATE THROUGH THE WHOLE SEQUENCE., AND ALL THE OVARIAJLSS
WILL BE ASSIGNED AN ERROR=TYPE, RGGARDLESS OF WHFTHER THE cODi

CONTAINS ADDITIONAL ERRORS OR NOT.

FOR DEBUGGING PuRPOSES, IT IS THEREFORE REASONARLF TO MNDIFY

THE TYPE=FINDING ALGORITHM, SO THAT THIS UNNEEDED PROPARATION nNr
ERROR TYPES S SUPPRESSEDS THIS WILL ALLOW THE 0PTIMIZER TO
DETECT AS MANY ¢ IWDEPENDENT# ERRORS AS PNSSIBILE, AND 1S DONE

AS FOLLOWS;

CONSIDER FIRST THE FORWARD PROPAGATION PHASE OF THE TYpr FIND™R,

LET US ASSUME, FOR THE SAKE OF SIMPLICITY, THAT OQUR AHNALYSIS
IS INTRA=PROCEDURAL (AN ANALOGOUS APPROACH WOULD HOLD IM THE
INTER=PROCEDURAL CASE), AND LET #TYPZ BE A MaP 0N OnCURENCES
MAPPING EACH UCCUKENCE T0 ITS TYPk, AS COMPUTED SO0 FAR,

SUPPOSE THAT AT THE END OF THE FIRST PHASE OF THF TYPF

FINDER, THERE EXIST OCCURENCES 0l, FOR WHICH TYP(DI)Y = TaZ

(THE ERROR, ZERO TYPE), THE G1=~CODE, AS PRODUCED RY THE SEMANTI"
PASS, AND ARTIFICIALLY MODIFIED BY THE INITIAL PWASFS 0OF THE
OPTIMIZER, IS SUCH THAT EVERY VARIAHLE IS SOMEHOW DFFINFD
BEFORE BEING USED (LOCAL VARIABLES ARE SET TO OM AT THE ENTRY
OF EACH PROCEDURE, AND GLOBAL VARIABLES ARE SFT TO nM AT THE
BEGINNING OF THE MAIN PROGRAM, OR HAVE A NUMMY DEFINITINAN IN

A SIMULATED #BLACK-BOX# MAIN PROGRAM). IT THUS FNLLAWS THAT
THERE MUST EXIST INSTRUCTIONS FUR WHICH TYP OF THF NVARTARLE IS
TaZs BUT TYP OF EACH IVARIABLE 1S NOT T~Z. LET US CaALL SUCH
INSTRUCTIONS ERRONEOUS, WE MODIFY THE CODF BY REPLACING THE
OPCODE OF EACH ERRONEOUS INSTRUCTION HY AN AUXILTARY 0OPONDE
G1~COR, WHOSE SEMANTICS ARE = ASSIGN A GEWERAL VALUF TO THE
OVARIABLE, REGARDLESS OF THE TYPES OF THE IVARIARLES, NOW WE
RE=APPLY THE FORWARD PROPAGATION PHASE ONGE MORE, WITH THF
FOLLOWING INITIAL VALUE OF #TYP#:

TYP(OI) $= MAXIMAL TYPE OF OI, IF Ol IS A" OVARIABLE 0OF AY
ERRONEQUS INSTRUCTION (I,E, A GENERAL TYPE, OR A REPRED TYPE IF
DECLARATIONS GIVING INFORMATION ABOUT Ol HAVE BFEN MADE),
TYP(OI) IS UNCHANGED FOR ALL OTHER OCCURENCES OI,

THE WORKPILE DRIVING THE ADDITIONAL FORWARD TYPEFINNING PHASE
IS INITIALIZED TO CONTAIN ALL ERRONEOUS OVARIABLES,
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IF, AT THE END OF THIS ADDITIONAL PHASE, THERE ARE NEU
ERRONEQUS INSTRUCTIONS, WE REPEAT THE WHOLE PROCENURE

AROVE ONCE MORE, AND KEEP 0OW DOING SO TILL NO NEW ERROMNFNUS
INSTRUCTIONS ARE OBTAINED.

THE HWEURISTICS OF THIS APPROACH ARE: THE EXECUTION OF aAnY
ERRONEQUS INSTRUCTION WILL CERTAIMNLY CAUSF A PROGRAM ARBNRT.
SUPPOSE, HOWEVER, THAT SOMEHQOW THIS ERROR HAS BEEN gORRFCTED
AND THE PROGRAMMER WANTS US TO PROCEED WITH TYPE aANaALYSI!S.
SINCE WE HAVE NO IDEA WHAT THE CORRECT VALUE OF THE OVARIaglE
IS SUPPOSED TU RBE, WE ASSUME THAT IT IS OF A GENERAI TYPF,
AND PROCEEDS WITH FORWARD PROPAGATION ONCFR MORE.

IT IS EASY 7O SHOW THATY THE ABOVE PROCESS CONVERGES. IMNEFD.,
(IN THE TERMINOLOGY OF TENENBAUMZES THESIS)Y, EACH APPLICATION

CF THE FORWARD PROPAGATION PHASE OF THE TYPE FINDER IS
MONOTONIC, IN THE SENSE THAT EACH PROPAGATION STEP INCRFASES
THE TYPE VECTUR OF ALL VARIABLE OCCURENCES (THIS IS ESSFNTIALLY
THE £TYP# MAP), THE ZINTERFACES# NETWEZEN aNY TWDO SURCHESKIVE
APPLICATIONS OF THE FIRST PHASE, AS SKETCHED ABOVE, ARE ALSO
MONOTONIC INCREASING, SINCE THEY REPLACE SOME T-7 CNMPONENTS Y
T=G COMPONENTS, HENCE, THE WHOLE PROCESS 1S MONOTONIC, AMD
THEREFQORE CONVERGES, YIELDING A FINAL TYP VECTOR WHICH 1S
OBVIOUSLY LARGER THAN THE ONE COUMPUTED BY THE STANDARD FIRST

PHASE,

AFTER THIS PROCESS TERMINATES, WE ISSUE A FATAL FRRNOR MFSSAGE
FOR EACH ERRONEOUS INSTRUCTION,

NOTE THAT THE ADDED APPLICATIONS OF THE FIRSTY TYPE=FIMNDING
PHASE WILL GENERALLY BE MUCH FASTER THAN THE FIRST ONE,
THEY WILL ONLY MODIFY THE TYPES OF OCCURENCES THAT NEPEND
UPON AN ERRONEOUS OVARIABLE., AND SO WILL HE MAINLY OF A
LOcAL NATURE (UNLESS, OF COURSE, THE PROGRAM WAS WRITTEN
BY SOME CLEVER aPE, OR THE WUMAMN EQUIVALENT THEREOF)Y,

REMARK:; THE REASON FOR PERFORIMING THE CODE MODIFICATION AND
RESETTING THE ERROR TYPE OF ERRUNFOUS OVARIABLES OFF=LINF,
INSTEAD OF EMBEDDING IT INTO THE FORWARD PROPAGATION FHASF,

AND THUS AVOIDING RE-ITERATIONS OF THE WHNLE PHASE, IS TWNFOLt

(1) THE FIRST PHASE IS TYPE=IHCREASING, AND S0, 0OBTAINING A
TmZ TYPE FOR AN OVARIABLE DURING THE EXECUTION OF THIS PHASE
DOES NOT IMPLY A DEFINITE ERROR, PERHAPS WE SIMPLY HAVE NOT
YET CONSIDERED ALL POSSIBLE LINKS. CONSIDER THE FOLILOWING
EXAMPLE!

(1) Y = 1;

(2) IF COND1 THEN Y 1= #1#3 END IF}
(3) IF COND2 THEN X 13 Y + 13 END IF;
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IF WE PROPAGATE THE TYPE OF Y2 FIRST, WE OBTAIN TwZ_FOR

X3, BUT AT THE END OF FORWARD PROPAGATION, TYP(X3) t& INTEGER,
AT THE END OF THE TYPE«FINDING ANALYSIS, WE SHaLL ISSUE a
WARNING, NON=FATAL, MESSAGE THAT THE STATIC LINK BETWEEN Y2
AND Y3 SHOULD NEVER MATERIALIZE IN RUMN-TIME.

THUS, IT IS DANGEROUS AND MISLEADING TO IMTERPRET T~Z AS
ERRONEQUS, UNTIL THE FIRST PHASE 1S OVER,

(2) IF WE DO NOT MODIFY THE CODE, OR EVEM FLAG INSTRUCT!IONS

AS ERRONEOUS, DURING THE FIRST PHASE, BUT ONLY RESET Ta7

TO T-G FOR OVARIABLES, WE RUN [NT0 PROBLEMS OF NNH=MOMOTONICITY,
WHICH MIGHT CAUSE THE FORWARL PHASE TO DIVERGE, AS INDEED
HAPPENS IN THE FOLLOWING EXAMPLE:

(1) X 12 #1#;

(2) Y
(3) Z
X

ua-nu
N < X
+ + &
Z "
™ 2 e
- W

(4)

ASSUMING THAT THME ORDER OF TYPE PROPAGATION IS THF SANE AS THRE
CRDER OF OCCURENCES IN THE CODE, WE OBTAIN THE FoOLLOWINA
TYPE-VECTORS, AFTER EACH FULL ITERATION THROUGH THE CODF:

c! X1 X2 Y2 Y3 23 74 X 4

TYP1(OI) T=C T=C T=2(T=G) T=1 T~C T-C T~2(T-N)

TYP2(0I) T=C T-G T~] T-1 T=Z2(T~G) T=0 T-S¢T

TYP3(OI]) T=C T=SET T-Z(T=G) T=G T=C T=(C T=Z(T~%)
.OIS TaC

THUS THIS APPROACH 1S UNACCEPTABLE SINCE IT EVENTUAILY CAUSES
THE TYPE VECTOR To ALTERNATE BETWEEN TYP2 AND TYP3J,

AT THIS MOMENT, WF HAVE NO IDEA HOW TO OVERCOME THESE PROBLEMS,
WHICH IS WHY WE HAVE SUGGESTED PERFORMING THE ERROR ANJUSTMENTS
ZOFF=-LINE#Z, RATHER THAN AS AN INTEGRAL PART OF THF TYPE=FI1HDIYG

ALGORITHM,

NEXT, CONSIDER THE SECOND, BACKWARD PROPAGATION PHASE 0OF THE TYPE
FINDER, AGAIN, FOR DERUGGING PURPUSES, IT IS POINTLESS T0
PROPAGATE ERRURS UNCOVERED AT THIS PHASE, BUT IN THIS CASE 4E
HAVE A MUCH SIMPLLR SOLUTICN, NAMELY = WHRNEVER AN OCCURFRNCE 1S
FOUND TO BE ERRONFOUS, FLAG IT AS BEING SUCH, BUT LFAVE ITS TYpFr
UNCHANGED, SO THAT NO TYPE PRUPAGATION WILL BF REQUIRED.

TO SEE THAT THIS MODIFICATION STILL PRESERVES CONVERGFNAF, NOTE
THAT THE SECOND TYPE~FINDING PHASE HAVE THE FOLLNOWING PROPERTY:
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LETYT X BE A TYPE VECTOR, SHOWIMG THE TYPE 0F ALL OCCURENCES, A'ID
LET F BE SOME TRANSFORMATION UF X, USED DURING THE RACKWARD
ANALYSIS PHASE, S0 THAT fF(x) IS THE TYPE VECTOR ORTAI'EN

BY APPLYING A SINGLE PROPAGATION STEP. THEN F CAN BE
REPRESENTED AS F(x) t= X ,CON G(X), WHERF G IS SOMF OTHER
TRANSFORMATION, AND CONJUNCTIOHN IS TAKEN COMPONENTWISE,

HENCE, WITHOUT sNY MONOTONICITY ASSUMPTIONS ON G, WF SEF THaT
F(X) <= X, FOR aLL X AND F, THUS, EACH PROPAGATION STEP IN

THE SECOND PHASE DECREASES THE TYPE VECTAR, FROM wacH
CONVERGENCE 1S 0BVIOUS, IT REMAINS TO OBSERVE THAT THE

MUDIFIED SECOND PHASE WHICH WE HAVE SUGGESTED JUST ABOVF, HAS
THIS SAME FORM, BUT WITH G REPLACED BY ANOTHER TRANSFORMATION G1,

WHERE G1(X) 1= g(xX) IF X .CON G(X) /= T-~Z., AND G1(X) := X OTHFRWISE.

WE SEE THEREFORE THAT THE MODIFIED SECOND PHASE WILL ALWAYS
CONVERGE, TO a [ AKRGER TYPE VECTOR THAN THE ONE COMPUTFD RY THF
NON=MODIFIED PHASE. HOWEVER, UMIQUENESS OF THAT VECTOR 1S 110
LONGER ENSURED, AND SO THE PROGRAMMER SHOULD HE AWARE THAT THFE
TYPE VECTOR COMPUTED FOR AN ERRUNEOUS PRNGRAM CAN BF SOMFWHAT
ARBITRARY,

T0O SEE THE SIGNIFICANCE OF THIS, CUNSIDER THE FOLLOWIMNG EXAMPLE1
(1) E

(2)
(3

o oo B
i o

< X 2

Z;
I « #1%3
2 + 13

HERE WE HAVE THE FOLLOWING POSSIBLE TYPE VECTORS:

Z1 22 X2 Z3 v3
AT THE END T-G TG T-C T~G Tal
CF PHASE 1
PROPAGATING T-6G T-~C T=C TaC  T=2(TaID)
(2) 10 ()
PROPAGATING T-G T=1  T~Z(T~C) Tal T~1
(3) 70 (2)

SO THAT 22 AND 73 ARE BOTH ASSIGNED EITHER T~1 0OR TaC.

AT THE END OF THE BACKWARD TYPEFIHUNDING PHASE WE 1SSUE A FATAL
EHROR MESSAGE FOR EACH FLAGGED ERRONETUS 0OCCURENCF.,



