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1 .0
 

PROGRAM OVERVIEW
 

In recognition of the growing importance of interactive computing 

lin support of management education, the IBM Corporation agreed to sponsor

i two-week program on the subject in the summer of 1975. Modelled after 

fhe highly successful program at the University of Michigan, which intro­
duced business school educators to the use of FORTRAN, this program was 

bimed at accomplishing the same goal, this time with the interactive com­

Iputer language APl. Approximately two dozen management school professors 

were to be invited to come to the Graduate School of Management (GSM) at 

UCLA and to be involved in an intensive learning experience. 

Basically, the class had two objectives. The first was to gain 

some familiarity and confidence in the use of the computer and APL. The 

second was to write a substantial program in APL that would be useful in 

teaching each faculty member's own discipline (e.g., accounting, finance, 

production, etc.). The programs that comprise a major part of this book 

are the results of this second objective. 

Naturally, some of these programs are more comprehensive than others; 

and, in fact t there were a few of the participants that set such ambitious 

goals for themselves that they were unable to complete their programs in 

the two-week time period. Then~ when they returned home, the press of 

other activities crowded out their ability to finish their programs. This 

explains why a few of the participants' programs are missing from this 

book. However, given the fact that most of the faculty members had never 

written a computer program before beginning the course, the programs that 

do appear in the following pages are an impressive testimonial to their 

hard work and commitment. 

Because a great deal of planning and arrangements went into the con­

duct of the course, it might be of interest to the reader to have a chron­

ology of the events leading up to its offering. 

Upon receiving notification of IBM's decision to support the program 

on Interactive Computing for Management Educators in December of 1974, 

plans were begun immediately for the conduct of the program. In January of 

1975, announcement brochures were prepared (See Section 6.1), describing 

the program in detail and calling for interested parties to apply for 



admission. The contents of this brochure were patterned very closely 

after the description of the program included in the original grant 

request proposal sent to IBM. This brochure was then sent to the deans 

of all of the member schools of the American Assembly of Collegiate 

Schools of Business (AACSB). It was accompanied by an individually typed 

cover letter (Section 6.2) which was personally signed by GSM Dean Harold 

Williams. This more personalized approach was taken to assure that the 

letter, and the brochure, received a careful reading. In all, slightly 

over 500 letters were mailed out, each one containing at least two bro­

chures (so that the dean receiving them could circulate them to two groups 

within the school at the same time). 

The response to this mailing -- and to some publicity in the Computing 

Newsletter for Schools of Business (Section 6.3) -- was nothing short of 

phenomenal. By the time of the March 15th deadline stated in the brochure, 
197 requests for applications had been received for the 24 openings in the 

program. Several more requests were received after the deadline, particu­

larly from abroad, which are not included in this total. 

To provide a basis for selection -- and, quite frankly, to weed out 

the idle curious -- a detailed six-page questionnaire (Section 6.4) was 

prepared and mailed to each of those expressing interest in attending. 

From this mailing, 105 completed questionnaires were received, representing 

a wide cross-section of schools, geographical distribution, and academic 

ranks. With only one opening for every four applicants, the selection pro­

cess was quite difficult, and a second or third offering could have easily 

been filled with qualified individuals. Of particular interest is the fact 

that, of those applying, over 60 came from schools that either already had 

APL installed and running on their campus computer or were planning its 

installation within the coming year -- an impressive indication of the 

spread of APL. 
After much careful study, 24 individuals were selected and notified 

(See Program Participants, Section 2.0). Those who could not be accommo­

dated were also notified at the same time, thanking them for their interest 

and promising to contact them personally if another offering were to be held. 

2
 



These 24 faculty members were from schools large and small, public and 

private. Two were from Canada and two were women (one a nun). All 

academic ranks were represented, and most areas of specialization within 

the field of business (e.g., accounting, economics, finance, marketing, 

production, etc.). Also of interest is the fact that while many people 

consider APL to be a uniquely IBM product, nearly half of the schools (9 

out of 21) were running APL on other than IBM equipment. 

Upon arrival, the participants were housed in the Holiday Inn of 

Westwood which allowed them the option of either taking their evening, 

meals at the motel or in one of the many restaurants in nearby Westwood 

Village. This arrangement proved to be particularly well received, as was 

the opening reception and dinner which served as an importa~t get-acquainted 

function. Breakfasts were at the Holiday Inn and lunches at the UCLA Faculty 

Center. Because the first Friday of the two-week program fell on July 4th, 

an Independence Day barbecue was held; and, with the exception of one or 

two individuals who had made previous commitments, it was attended by all 

of the participants and by the program faculty and staff. 

In terms of the conduct of the course itself, the program was split 

into two groups, A and B. Although it was hoped that all of the partici­

pants would be of approximately the same skill level and background, the 

vagaries of selection were such that some of the attendees were able to 

move through the course material faster than others. Thus Group B became 

somewhat the IIfast track" and Group A, the "sl ow track. 1I The reading 

assignments, class schedule, class handouts, and programming assignments 

are shown in Sections 5.1, 5.2, and 5.3. 

As might be expected, a certain amount of anxiety was caused by the 

requirement that each person was expected to produce a working, documented 

program of reasonable complexity by the end of the two weeks. These programs 

were of their own choosing, and the finished results are published in this 

monograph. Most of the participants were able to accomplish this task, 

although a few individuals undertook projects which were really too ambitious 

However, even for those who failed to complete their programs, it is felt 

that the exercise still contributed markedly to their understanding of APL 
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and interactive computing. 

At the end of the program, a three-page questionnaire (Section 6.6) 

was passed out to each of the participants, asking them their comments and 

opinions on various parts of the program. So that frank reactions could be 

obtained, they were not required to sign the questionnaire or otherwise 

identify themselves; however, most chose to do so. Fourteen questionnaires 

were returned (and others gave their views orally) and the general reactions 

were highly favorable. On the key question "Your overall evaluation of the 

program as a whole -- (Poor) 1 2 3 4 5 6 7 (Outstanding) ," 

the median response was 6. The following were typical comments: 

"Great! I feel that I was really pressed into learning a great deal 

in a short time. I am enthused about APL and will begin to use it at my 
sc hoo 1. II 

"Outs tandf nq ." 

liThe program was extremely worth while to me. While the work was 

ample, I feel that1s what we were here for so there should be no complaints 

in that regard. The program was well structured and very well presented. 1I 

Of particular interest are the comments (quoted in full) of Dr. 

Thomas Schriber of the University of Michigan, who for several years con­

ducted the previously mentioned IBM-sponsored program on FORTRAN: 

IIExcellent, on a variety of counts: 

1. Personal-professional (total immersion is the way to get 

on top of a highly detailed subject like this) 

2. Personal-personal (a pleasure to work hard with intelligent, 

dedicated people, and to get to know these people) 

3. Home curriculum (will be upgraded as a result of this course 

APL will get into our curriculum faster than otherwise) 

4. Schools of Business overall (will get into the APL generation 

much sooner than otherwise; why not lead instead of lag?)" 
Naturally, there were some specific suggestions about particular as­

pects of the course, the accommodations, or other administrative details, 

but they were mostly minor. By and large, both the written and oral com­

ments were extremely positive. 
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As a final wrap-up to the program, a follow-up letter (Section 6.7) 

was sent to all participants, thanking them for their diligence and offer­

ing our assistance to those who had not yet completed their programs. 

In the preparation of this monograph, every effort has been made to 

ensure that the APL programs, as submitted by the participants, are correct 

and "buq" free and will work as the sample output indicates. However, it 
is possible that some errors do still exist. If, in using the programs, 

such errors are encountered, it would be appreciated if the author of the 

program would be notified directly, with a copy of the correspondence sent 

to me here at UCLA. 

In closing, I would like to acknowledge and thank the several indi­

viduals who made this program a success~ On the instructional staff, Dr. 

Kenneth Siler, a fellow member of the GSM faculty, shared equally in the 

teaching load. James Schenck, a member of the staff of the GSM computing 
facility, assisted the participants in a number of ways and helped prepare 

the final versions of the programs for inclusion here. Dr. William Berg­

quist of IBM also was in attendance during much of the program, first as 

an observer and later as an assistant in the computer lab. Finally, Bill 

Delane and Janice Durbin, graduate students in GSM helped in the preparation 

of the final manuscript. To all of these individuals, I extend my thanks 

and deep appreciation. 

Ephraim R. McLean 

June 1980 
Los Angeles 
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PARTICIPANTS IN THE CONFERENCE ON 
INTERACTIVE COMPUTING 

FOR 
MANAGEMENT EDUCATORS
 

June 29 - July 11,1975
 
GRADUATE SCHOOL OF MANAGEMENT
 

UNIVERSITY OF CALIFORNIA, LOS ANGELES
 

Howard M. Armitage 
Assistant Professor of Business 
Department of Business 
Wilfrid Laurier University 
Waterloo, Ontario, Canada N2L 3C5 

Dennis M. Baker 
Associate Professor of Accounting 

and Information Systems 
Faculty of Business Admi'nistration and 

Commerce 
Unfversity of Alberta 
486 Central Academic 
Edmonton, Alberta, Canada T6K lM6 

Sister Mary Seraphine Bennett 
Professor of Quantitative Studies 
School of Business 
University of Baltimore 
1420 North Charles Street 
Baltimore, Maryland 21201 

Lawrence D. Brown 
Lecturer in Accounting and Economics 
School of Management 
State University of New York at 

Bi'nghamton 
Binghamton, New York 13901 

Elwood S. Buffa 
Professor of Operations Research and 

Operations Management 
Graduate School of Management 
University of California 
Los Angeles, California 90024 

Kenneth J. Carey 
Assistant Professor of Finance 
Department of Finance 
701 Business Administration Building 
The Pennsylvania State University
University Park, Pennsylvania 16802 
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Professor of Human Land Economics 
Graduate School of Management 
University of California 
Los Angeles, California 90024 

John J. Chai 
Associate Professor of Quantitativ 

Methods 
Department of Quantitative Methods 
School of Management 
Syracuse University 
Syracuse, New York 13210 

Jack R. Da uner 
Associate Professor of Marketing 
Department of Marketing 
University of Akron 
Akron, Ohio 44325 

Richard A. Elnicki 
Associate Professor of Management 
College of Business Administration 
University of Florida 
Gainesville, Florida 32605 

John L. Harpell, Jr. 
Assistant Professor of Management 
College of Business and Economics 
West Virginia University 
Morgantown, West Virginia 26506 

Edgar P. Hickman 
Professor and Program Director 

of Management Science 
College of Business Administrati 
University of South Carolina 
Columbia, South Carolina 29208 



R. Harold Mason 
Professor, International Business and 

Business Policy 
Graduate School of Management 
University of California 
Los Angeles, California 90403 

Ronald D. Miller 
Assistant Dean 
College of Business 
Governors State University 
Park Forest South, Illinois 60466 

William H. Murphy 
Chairman, Business Administration 
South Campus 
Salem State College 
Salem, Massachusetts 01970 

John Park 
Chairman, Department of Economics 

and Business Administration 
Frostburg State College 
Frostburg, Maryland 21532 

Avinoam Perry 
Assistant Professor of Decision Sciences 
Decision Sciences Department 
Graduate School of Management 
Northwestern Universtty 
Evanston, Illinois 60201 

Donald L. ROgoff 
Professor of Accounting and Fina nee 
School of Business and Management 
Pepperdine Uni'versity 
Malibu, California 90265 

Donald G. Sanford 
Assi'stant Professor and Assistant Dean 
College of Business and Publtc Administration 
Florida Atlantic University 
Boca Raton, Florida 33432 
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Thomas J. Schriber 
Professor of Management Science 
Graduate School of Business 

Admi-n; stra t ion 
University of Michigan 
Ann Arbor, Michigan 48104 

John P. Shelton
 
Professor of Finance
 
Graduate School of Management
 
University of California
 
Los Angeles, California 90024
 

Barry W. Sheridan
 
Assistant Professor of Business
 
Division of Business
 
Ithaca Co 11-ege
 
1402 West Tower
 
Ithaca, New York 14850
 

Ralph H. Sprague, Jr.
 
Associate Professor of Quantitative
 

Business Analysis 
College of Business 
University of Hawaii 
2404 Maile Way 
Honolulu, Hawaii 96822 

Wilma D. Stricklin 
Professor of Management 
College of Business Administration 
Northern Arizona University 
Flagstaff, Arizona 86001 

Bernard A. Thielges 
Assistant Professor of Management 
College of Business Administration 
Marquette University 
606 North 13th St. 
Milwaukee, Wisconsin 53233 



3.0
 

PARTICIPANTS I APL APPLICATIONS
 

9
 





3.1 

THE ACCOUNTING CYCLE: 
An Interactive Approach 

Howard M. Armitage 
Assistant Professor iri Accounting 
School of Business and Economics 

Wilfrid Laurier University 
Waterloo, Ontario 

Canada 

DESCRIPTION 

Introduction 

In many respects, accounting is a highly repetitive process. 

In fact, the system that a student learns to follow at the outset 

of his accounting education consists mainly of the following 
steps: 

- Journalizing 

- Posting 
- Trial Balance Preparation 
- Adj ustments 
- Adjusted Trial Balance Preparation 
- Statement Preparation 
- Closing Entries 

This sequence of steps is known as the accounting cycle 

and the user learns very early that the effect of any set of 

transactions on the final statements can be determined by follow­

ing the above format. 
Once this system has been illustrated and used and the 

student has grasped the repetitive nature of the cycle, further 

work with hand written accounting systems seems time consuming 
and only marginally useful. It is clearly advantageous to 

introduce a student to a system which, once the original entries 
have been made, can take over the repetitive tasks of posting, 
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ensuring equality, classifying items into revenue and capital 
accounts, and preparing final reports. This program has been 
written in response to such a need. 

Instructions for Use 

The user should specify his account names by using the 

function CNAMES. He must also establish a numbered set of accounts 
to correspond to the account titles. This should be done by using 
the function, INIT. INIT., when executed, requests that you enter 
the account numbers to be used. You should respond by typing the 
desired accounts separated by at least one blank. For example, 

101 102 103 104 201 202 203 301 etc. 

If you are unable to fit all the account numbers desired on a single 
line, just enter what will fit on the line and then strike the 
return key. The INIT function will then ask if you have any more 
accounts to enter. If you answer YES, INIT will request that you 

enter the remaining group. INIT will continue requesting more 
accounts until you respond NO to the question, ANY MORE? At this 

time, the two needed global variables will be created. 
For each entry, the user will be asked to enter an account 

number, debit or credit, and dollar amount. After each transaction, 
the equality of the input can be checked by typing NEXT. If the 
debits do not equal the. credits, the system will respond by printing 
out the last transaction, indicating where the error lies. When 
the transactions have been completed, a final equality check can 
be made by typing OUT. 

The program will then take over and print out an UNADJUSTED 
TRIAL BALANCE. The user will be asked if he has any adjustments 
to make, following which the system will print out an ADJUSTED 

TRIAL BALANCE, INCOME STATEMENT, and BALANCE SHEET for the period 
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covered by the transactions. The revenue and expense accounts will 

automatically be set back to zero. 

The program can be used for illustrating the accounts of a 
service, merchandising, or manufacturing enterprise whose inventory 

accounts are kept on a perpetual basis. With slight modifications 
the system can accomodate periodic inventory systems. 

At the end of each iteration, an updated balance sheet will 

be printed out. Should the user wish to start anew, he can employ 
the function ZERO which will reduce the balances in all his accounts 

to zero. The user can also begin the cycle with any opening balance 

he wishes by debiting the asset accounts by the desired amount and 

similarly crediting the liability and equity accounts. When the 
command OUT is typed, the system will return the desired opening 
position. 

In the following section is an example of program output 

which has resulted from a small number of transaction data. The 
amount of detail produced in these reports depends solely on the 
number of accounts set up and the extent to which these accounts 
are utilized during the accounting period. 

In addition to the functions listed in the Program Listing 
Section, the program also utilizes a number of public functions. 
Specifically these are as follows: AKI, AYN, CENTER, COLNAMES, 

~FMT, and IPI. 
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PROGRAM USAGE.
 

ACT 
DO rou NEED INSTRUCTIONS Y 
ENTER THE ACCOUNT NUMBER, THE ~ OR CREDIT, AND THE AMOUNT FOR EACH 
PART OF A TRANSACTION. 
WHEN YOU HAVE COMPLETED THE TRANSACTION ENTER NEXT 
WHEN YOU HAVE COMPLETED ALL THE TRANSACTIONS ENTER OUT 
THE SYSTEM WILL RESPOND BY PRINTING OUT A TRIAL BALANCE. 

YOU WILL BE ASKED IF YOU HAVE ANY ADJUSTMENTS TO MAKE.
 
FOLLOWING THESE ADJUSTMENTS, AN ADJUSTED TRIAL BALANCE, INCOME STATEMENT, AND
 
BALANCE WILL BE PRINTED.
 
IF YOU WISH TO STOP THE PROGRAM ENTER STOP UNDER ACCOUNT NUMBER.
 
ACCOUNT NUMBER? 
0: 

102 
DEBIT OR CREDIT? 
D 
AMOUNT? 
0: 

3000 
ACCOUNT NUMBER? 
0: 

201 
DEBIT OR CREDIT?
 
C
 
AMOUNT?
 
0: 

2000 
ACCOUNT NUMBER? 
0: 

OUT 
DEBITS DO NOT EQUAL CREDITS 
ACCT DB CR 

102 3000 0
 
201 0 2000
 

ACCOUNT NUMBER? 
0: 

201 
DEBIT OR CREDIT?
 
C
 
AMOUNT?
 
0: 

1000 
ACCOUNT NUMBER? 
0: 

OUT 
UNADJUSTED TRIAL BALANCE 
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UNADJUSTED TRIAL BALANCE 
MATRIX 

ACCT8 
101 
102 
103 
104 
105 
201 
202 
203 
204 
205 
206 
301 
401 
402 
403 
404 
405 

o 

DEBITS 
16900.00 
12000.00 

5000.00 
10000.00 

O. 00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 

1000.00 
100.00 

6000.00 
500.00 

0.00 

51500.00 

CREDITS 
0.00 
0.00 
0.00 
0.00 
0.00 

11000.00 
400.00 
100.00 

8000.00 
20000.00 

3400.00 
11000.00 

0.00 
0.00 
0.00 
0.00 
0.00 

53900.00 

DO YOU HAVE ANY ADJUSTMENTS TO 
DO YOU WISH A PRINT OUT OF THE 

-+ 

PLEASE ANSWER YES OR NO: N 
DO YOU WISH A PRINT OUT OF THE 

MAKE? N 
ADJUSTED TRIAL BALANCE? N 

ADJUSTED TRIAL BALANCE? Y 
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INCOME STATEMENT 

REVENUES 

SALES REVENUE 

EXPENSES 

DEPRECIATION EXPENSE 
INTEREST EXPENSE 
SUPPLIES EXPENSE 
SALARIES EXPENSE 

NET INCOME 

BALANCE SHEET 

ASSETS 

CASH 
ACCOUNTS RECEIVABLE 
SUPPLIES 
OFFICE AND EQUIPMENT 

LIABILITIES AND OWNERS EQUITY 

ACCOUNTS PAYABLE 
SALARIES PAYABLE 
INTEREST PAYABLE 
LONG TERM LIABILITIES 
CONTRIBUTED CAPITAL 
RETAINED EARNINGS 

11000.00 

11000.00 

1000.00 
100.00
 

6000.00
 
500.DO 

7600.00 

3400.00 

16900.00 
12000.00 

5000.00 
10000.00 

43900.00 

11000.00 
400.00 
100.00 

8000.00 
20000.00 

3400.00 

42900. 00 
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PROGRAM DESCRIPTION
 

'V ACT 
[1 J R TO INITIALIZE VARIABLES 
[2 j RTHIS FUNCTION REQUIRES THE FOLLOWING FUNCTIONS: 
[3j RAYN. CENTER, COLNAMES, 6FMT, AND INC 
[4J NEXT+5* 7 
[ 5 ] BTOP+l0*10 
[6J OUT"7*5 
[7J ~L01xl-AYN 'DO YOU NEED INSTRUCTIONS' 
[ 8 ] 'ENTER THE ACCOUNT NUMBER, THE ~ OR CREDIT, AND THE AMOUNT FOR EACH'
 
[9 J 'PART OF A TRANSACTION.'
 
[10j 'WHEN YOU HAVE COMPLETED THE TRANSACTION ENTER NEXT'
 
[11J 'WHEN YOU HAVE COMPLETED ALL THE TRANSACTIONS ENTER OUT'
 
[12J 'THE SYSTEM WILL RESPOND BY PRINTING OUT A TRIAL BALANCE.'
 , , 
[13J 
[14J 'YOU WILL BE ASKED IF YOU HAVE ANY ADJUSTMENTS TO MAKE.' 
[15J 'FOLLOWING THESE ADJUSTMENTS. AN ADJUSTED TRIAL BALANCE, INCOME STATEMENT 

• AND' 
[16J 'BALANCE WILL BE PRINTED.' 
[17J, 'IF YOU WISH TO STOP THE PROGRAM ENTER STOP UNDER ACCOUNT NUMBER. 

[18J L01:
 
[19J UN+'UN'
 
[20J START:TEMPM+TEMP+10
 
[21J L1 :'ACCOUNT NUMBER?'
 
[22J ACTN"O
 
[23J R TO CHECK IF (A)THE TRANSACTION HAS BEEN COMPLETED, (B)THE CYCLE HAS BEEN
 

[24J ACOMPLETED, (C) THE EXIT SYMBOL HAS BEEN CALLED. AND (D)A VALID ACCOUNT 
[25J ANUMBER HAS BEEN ENTERED. 
[26J ~AGAINxlACTN=NEXT 

[27J ~FINISHxlACTN=OUT 

[28] ~OxlACTN=STOP 

[29] ~L2xl(pMATRIX[;l]»IN+MATRIX[ ;l]lACTN
 
[30J 'INVALID ACCOUNT NUMBER'
 
[31J ~L1
 

[32J L2:'DEBIT OR CREDIT?'
 
[33 ] CHG+~
 

[34J A TO CHECK FOR DEBIT OR CREDIT RESPONSES.
 
[35 J ~L3xl v/WW+-( 'D' =lfCHG),e 'C'=ltCHG)
 
[ 36 J -+ L2
 
[37J £3 :'AMOUNT?'
 
[38 J AMT+. 0
 
[39J A TO ENSURE THAT THE VARIABLES NEXT,~, AND QQr ARE NOT EXECUTED AND THA
 

T THE INPUT IS A SINGLE ENTRY. 
[40~ ~L3xlA/NEXT=AMT 

[41J ~L3xlA/OUT=AMT 

[42J ~L3xlA/STOP=AMT 

[43J ~L4Xtl=pAMT 

[44J 'ENTER ONLY ONE NUMBER' 
[45J ~L3 

[46J L4:TEMP+TEMP,ACTN.WwxAMT 
[47J A ENTERS THE DEBITS AND CREDITS AGAINST THEIR APPROPRIATE ACCOUNT NUMBERS. 
[48J MATRIX[IN; 2 3]+MATRIX[IN; 2 3J+WWxAMT 
[49 ] ..... £1 
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[50] A CHECKS FOR EQUALITY OF DEBITS AND CREDITS ON COMPLETION OF THE TRANSACTI 
ON. 

[51 J AGAIN:TEMPM+«(pTEMP)t3).3)pTEMP 
[52J ~STARTxlO=-/1·+1TEMPM 

[ 53] 'DEBITS DO NOT EQUAL CREDITS' 
[ 54 ] 'ACCT DB CR 
[55J TEMPM 
[ 56 ] ~Ll 

[ 57 J A CHECKS FOR EQUALITY OF DEBITS AND CREDITS ON COMPLETION OF THE CYCLE. 
[58 ] FINISH:TEMPM+«(pTEMP)t3).3)pTEMP
 
[59J ~COMPLETExlO=-/1~+1TEMPM
 

[60J -+AGAIN
 
[61J A PRINTS OUT UNADJUSTED AND ADJUSTED TRIAL BALANCES.
 
[62 ] COMPLETE: UN, 'ADJUSTED TRIAL BALANCE'
 
[63J UN+-' ,
 
[64J FS+'I6,X3,2Fl0.2'
 
[65J FS CENTER 'MATRIX'
 
[66J FS COLNAMES '/AceTS/DEBITS/CREDITS'
 
[67J FS ~FMT(MATRIX)
 

[68J
 
[69J FS fjOO(l 3 pO,+iMATRIxt; 2 3-J)
 
[70] " 
[71 ] "
 
[72J -+Ll xlAYN 'DO YOU HAVE ANY ADJUSTMENTS TO MAKE?'
 
[73J -+LADJX1-AYN 'DO YOU WISH A PRINT OUT OF THE ADJUSTED TRIAL BALANCE?'
 
[74J ADJUSTED TRIAL BALANCE'
 
[75J FS+'I6,X3.2Fl0.2'
 
[76J FS CENTER 'MATRIX'
 
[77J FS COLNAMES '/AceTS/DEBITS/CREDITS'
 
[7sJ FS ~FMT(MATRIX)
 

[79j
 
[SOJ FS AFMTTl 3 pO,+iMATRIXt; 2 3J)
 
[81J A GOES ON TO INCOME STATEMENT FUNCTION.
 
[S2J LADJ: INC
 

V 

VINC[OJ
 
V INC;MA;NM;FS;TR;TE;NI
 

[lJ A ISOLATING THE REVENUE ACCOUNTS, NETTING THEM OUT, AND PRINTING THEM. 
[2J ATHIS FUNCTION REQUIRES HE FOLLOWING FUNCTIONS: 
[3J ABSHEET, CENTER, AND AFMT 
[4J MA+(,(ACCTN>300)AACCTN<400)fMATRIX 
[5J MA[;3]+-/MA[; 3 2J 
[6J NM+«MA[;3J)~O)fMA 

[7J FS+'30Al.Xl0,F12.2' 
[8 ] " 
[ 9] t, 

[10J ' , 
[11J ' , 
[12] FS CENTER 'INCOME STATEMENT' 
[13 ] ' , 
[14J REVENUES' 
[15] ' ,
 
[16J FS ~FMT(NAMES[«,ACCTN)lNM[ ;l]);];NM[ ;3])
 
[17J (40p' '),12p'-'
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[18 J 'X40,F12.2' ~FMT(TR++/NM[;3J), ,
[19J 
[20J EXPEN5E8' , ,
[21J
 
[22J RISOLATING THE EXPENSE ACCOUNTS. NETTING THEM OUT, AND PRINTING THEM.
 
[23 ] MA+(.(ACCTN>400)AACCTN<500)rMATRIX 
[24 ] MA[;2 ]+-/MA[; 2 3 ]
 
[25J NM+ ( (M A [ ; 2 ] );t 0 ) f MA
 
[26J FS ~FMT(NAMES[«,ACCTN) lNM[ ;l]);];NM[ ;2J)
 
[27 ] (40p' '),12p'-'
 
[28J 'X40,F12.2' nFMT(TE++/NM[ ;2J)
 
[29J (40p' '),12p' ,
 
[ 30 J ~ ARRIVING AT THE NET INCOME FIGURE AND PRINTING IT.
 
[31J 'Xl0,~ET INCOME~,X30,F12.2' 6FMT(NI+TR-TE)
 
[32J (52p' '),lOp' ,
 
[33J R RETURNING THE NET INCOME FIGURE TO RETAINED EARNINGS.
 
[34 ] MATRIX[«,ACCTN)1206);3J+NI
 
[35J R GOES ON TO THE BALANCE SHEET FUNCTION.
 
[36]	 BSHEET 

V 

VBSHEET[OJv 
V BSHEET;MA;NM;FS;TA;TLE 

[1 J R ISOLATING THE ASSET ACCOUNTS,NETTING THEM OUT, AND PRINTING THEM. 
[2 ] ATHIS FUNCTION REQUIRES THE FOLLOWING FUNCTIONS: 
[ 3 J RCENTER AND 8FMT 
[4 ] MA+(.(ACCTN>100)AACCTN<200)fMATRIX 
[ 5 J MA[;2]+-/MA[; 2 3J 
[6J NM+«MA[;2J)~O)fMA 
[7j FS+'30A1,Xl0,F12.2', ,
[ 8 J , ,[9J , ,
[10J , ,
[11J
 
[12J FS CENTER 'BALANCE SHEET'
 , ,[13J 
[14J ASSETS' , ,[15J
 
[16J FS I1FMT ( NAM E/)[ ( ( , AceTN) 1 NM[ ; 1 J) ; ] ; NM [ ; 2 ] )
 
[ 1 7 J (40p' '),12p' ,
 
[1SJ 'X40,F12.2' ~PMT(TA++/NM[;2J)
 , ,
[19J
 
[20J LIABILITIES AND OWNERS EQUITY'
, ,
[21J 
[22J A ISOLATING THE LIABILITY AND EQUITY ACCOUNTS, NETTING THEM OUT AND PRINTI 

NG THEM. 
[23J MA+(,(ACCTN~200)AACCTN<300)TMATRIX 

[24J MA[;3]+-/MA[; 3 2J 
[ 25] NM+«MA[;3J)~O)fMA
 

[26 j FB I1FMT(NAMES[( (.ACCTN) lNM[;l J); ];NM[;3 J)
 
[27 J (40p' '),12p' ,
 
[28J 'X40.F12.2' bFMT(TLE++/NM[ ;3J)
 
[29J (40p' '),12p'_'
 

v 
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V CNAMES 
[lJ ~ THIS ALLOWS THE USER TO ADD, CHANGE, OR DELETE ACCOUNTS. 
[2J ~THIS FUNCTION REQUIRES THE FOLLOWING FUNCTIONS: 
[3] AAKI AND IPI 
[4J N1:~«1+1tpNAMES»L+(,ACCTN)lI+ltIPI'ENTER ACCOUNT NUMBER')/GO 
[5J 'NOT A VALID ACCTI, TRY AGAIN' 
[6J +0 
[7J GO:NAMESCL;J+30tAKI 'ENTER TITLE:' 
[8J +Nl 

V 

V ZERO 
[1J A THIS ALLOWS THE USER TO SET ALL HIS ACCOUNTS TO ZERO 
[2J MATRIX[;2J+MATRIX[;3J+O 

V 
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DESCRIPTION 

Introduction 

The program described in this paper is an APL simulation of 

the birth and death of firms in a competitive industry. In summary, 
the model operates as follows: 

1.	 Three firms begin production in period one. 

2.	 Production is calculated for each firm. 

3.	 An industry price is calculated. 

4.	 Costs and profits are calculated for each firm. 

5.	 Any firm with a net loss disappears from the 
industry. 

6.	 If the total industry profit for the current 
period ;s equal to or greater than some minimum 
value, one new firm enters the industry in the 
next period; otherwise, a new firm does not enter. 

7.	 When these determinations have been completed, 
time, the number of producing firms in the industry, 
and the total number that have entered the industry 

are updated. 

21
 



8.	 The program then returns to 2 above until the 
maximum number of time periods has elapsed. 

The program facilitates study of the effects of two vari ­
ables, FACTR and AMULT, separately and in combination, on (l) the 
average industry production per time period, (2) the life of the 
firms that are in the industry, and (3) the industry price. 
These variables are described in the subsequent pages. 

In an attempt to conform to the economic theory of competi­
tion, the model is constructed under the following assumptions: 

1.	 Competition is imperfect; that is, buyers and 
sellers do not have complete knowledge (i.e., if 

one firm obtains a technological breakthrough, 
others in the industry do not necessarily know of 
it immediately). 

2.	 Firms are in business to maximize profits. 

3.	 Each firm cannot individually influence input 
prices, but all working together can cause the 
prices of inputs to change. 

4.	 No one firm can affect the industry price. 

5.	 In the long run, the increase in the number of 
firms causes the industry supply curve to shift; 
an~, with a given demand curve, the market price 
of the product will fall. 

6.	 As new firms enter the industry, there is an 
effect on the costs of inputs. 

7.	 The assumption of a IIspaceless economyll is relaxed 
and factors such as location are allowed to affect 
a firm's cost function and possibly cause the 
death ofa firm. 
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This simulation is an extension of Problem 6-5 described in 
Naylor, et ~.l Thus, the output of each firm is determined by 
the following decision rule: each finn assumes that its competitors 
will not change their output in the following period. Each firm 

then produces at the optimum level for each period, based on its 
cost function and the industry demand function (in which output 

of competitors ;s held constant). Consequently, assumption 2 above 

is met. To meet assumption 1, parameters A and C (in Problem 6-5) 

are changed to exogenous variables (i.e., stochastic variates with 
given expected values, variances, and probability distributions). 

Assumptions 3 and 6 are met by adding to B the product of B 
and BS, an exogenous variable. If the number of firms in the 
industry in period t ;s greater than the number in period t-l, 
then a IIpercentage-of-increase-in-input-costs" (88) is calculated. 
Assumption 7 enters the model in the following manner: the environ­
ment (in which the industry operates) generates an lIincident" at 

some point in time. The time at which the incident o~curs (e.g., 
four time periods since the last incident) is a stochastic variate 
with given expected value, variance, and probability distribution. 
A test is made comparing the life of every firm in the industry at 
a given time period with a variable (VA in the program) generated 
for "number of years between the current incident and the immediately 
preceding one. f1 The finn whose life at the point of the test 
exceeds "between-incident-years" is subjected to the consequences 
of the environment-generated event. 

One way to effect a net loss for the selected firm would be 
to alter the revenue of that firm; and, if the net profit of the 
firm were negative, a "death" would result. However, this approach 

See T. H. Naylor, J. L. Balintfy, D. S. Burdick, and Kong Chu, 
Computer Simulation Techniques, John Wiley and Sons, New York, 
1966, pp. 197-98 and 234. 
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would violate assumption 4 in that if the price of one firm is 

affected, the price of all firms would be affected also because 

the industry price ~ the firm price. 
Thus, because no one firm should be able to affect price, 

the shock is directed at the cost function of the fiml selected. 

The program variable FACTR increments the costs of this firm; 
depending upon the "severity" of the incident (i.e., the magnitude 
of FACTR), the firm mayor may not experience a net loss for the 
period and thus mayor may not exit the industry. One note of 
caution: a new firm is allowed to enter the industry (in the 
model) if the total industry profit for the previous period does 

not fall below some arbitrarily selected amount (VALUE- in the 
program). Therefore, it is important to note that the magnitude 
assigned to FACTR not only affects the costs of one firm, but 
also the profit of the total industry, with possible consequent 
effects on the entrance of a new firm. Thus, if FACTR is very 
high, the large loss for the firm subjected to environmental shock 
may be large enough to produce a total industry loss less than 
the amount of VALUE, in which case another firm would not enter the 
industry in the subsequent time period. 

A second way in which one firm could influence the industry 

price (and therefore violate assumption 4) is created automatically 
with the birth of a new firm. This possibility occurs because a 
higher current period total production would be subtracted from 
the constant, 0, in the industry price equation. To counter this 

possibility, the variable TERM is incorporated into the model. 
The basic model price equation for any period subtracts from 0 the 
quantity, uE x Current total production." To restore most of the 

original industry price (as determined in period one), TERM adds 
back to D (and the industry price) the quantity, "E x (total pro­

duction in period t - total production in period 1).11 Although 
two additional terms are also subtracted from 0 in the price 
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calculation, the weight of these terms, .20 and.03, does not affect 

price as much as E which has a value of .50. 

Another variable, AMULT, was created to facilitate control .of 

the impact of TERM. In the modified price equation, AMULT is multi ­

plied times TERM. When AMULT = 1, the full impact of TERM flows 
through to the industry price. As AMULT decreases below 1, the 

impact of TERM diminishes; that is, PRICE in a period will be less 
than what it would have been because less is "added back ll in the 

price equation. Thus, by decreasing the value of AMULT, one can 

move into the long run situation described in assumption 5, where 

the market price of the product will fall because of a supply curve 

shift resulting from an increase in the number of firms in the 
industry. 

Variables, parameters, and operating characteristics for the 

model are as follows: 

Exogenous Variables 

U = a stochastic variate with a given expected 

value, variance, and uniform distribution. 

V = a stochastic variate with a given expected 
value, variance, and uniform distribution. 

A = a stochastic variate with a given expected 
value, standard deviation, and normal 
distribution. 

BS = a stochastic variate with a given expected 
value, standard deviation, and normal 

distribution. 

C = a stochastic variate with a given expected 
value, standard deviation, and normal 

distribution. 

VA = a stochastic variate with a given expected 

value, standard deviation, and normal 

distribution. 
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FACTR = multiple by which a selected firmls production 
cost is enlarged. 

AMULT =	 amount of impact on PRICE from the variable 
TERM. 

Parameters 

B = a technological parameter 
D,E,F,G = constants 
QLES2 = amount of total industry production two 

periods prior to period one of the simulation. 

VALUE = lowest total industry loss level at which 
a new firm can enter the industry. 

NBEGF = number of firms in the industry in period 
one. 

PLESl = production for first firm one period prior 
to period one of the simulation. 

PLES2 = production for second firm one period prior 
to period one. 

PLES3 = production for third firm one period prior 
to period one. 

Endogenous Variables 

PROD =	 matrix of quantitites of units produced by 

firms in the industry (rows) in each time 
period (columns). 

COST =	 matrix of the total cost of production for 
firms in the industry for each time period. 

PRICE = vector of industry price in each time period. 

PRFT = matrix of the net profits for firms in the 
industry for each time period. 
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Operating Characteristics
 

COST· = (PROD_ - A.)2 + SA. 2 + C + U.
t t11111t 

PRICE = D+ (TERM x AMULT) - ESt - FS - GSt t_1 t_2 + Vt 

where 
· .th fe1 = 1 lrm 

t = period t 

St = quantity of industry output supplied and 
demanded in period t 

Potential users of this simulation include undergraduate and 

graduate students in economics, management science, and information 

systems courses. For example, application of the program may include 
instruction in sensitivity analysis, detailed analysis of production 

and financial statistics for each firm, and modification and further 

enhancement of the simulation itself. 

Ins~ructions for Use 

Entering the word DATAENTRY at the terminal activates the 
function by that name. This function requests the user to enter 

fourteen (14) values for the exogenous variables and eleven (11) 

values for the parameters listed above. The final entry is the 

number of periods to be simulated. In the present version of the 

simulation, the number of firms in the industry in period one 

(NBEGF) must equal three and the number of time periods (NN) must 
satisfy the relationship, 1 ~ NN ~ 10. The twenty-six variables 

and their definitions for the function DATAENTRY are listed in 

the Explanation section. Note that values for QLES2, PLES1, PLES2, 

and PLES3 may be either computer or non-computer simulated or may 
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be assigned by the user, subject to certain initial conditions. 

Setting the number of f i rms in the industry in the initial 

period equal to three introduces bias in the following manner. 

According to the cost equation, any firm's cost is roughly equal 

to PR002 (i.e., the values of A, B, C and U are small relative 

to the value of PROD). Therefore, assuming that each firm produces 

200 units in period one, the cost of production for each firm is 

about 2002, or 40,000. Price is roughly equal to 0 - ESt - FSt_ l 
or 1000 (value of the constant D) - .5(600) - .2(580) where 

600 = 3 x production of 200 for each firm and 580 = the input value 

for the first period preceding period one of the simulation. Thus 

price would be about 1000 - 300 - 116, or 584. 
One consequence of these initial conditions is a net profit 

of approximately 76,000 ({200 units x 584) - 2002). This profit 

margin relates directly to the minimum level at which FACTR can be 

set to remove a firm from the industry and yet not produce a total 

industry loss below VALUE which would then block the entrance of a 

new firm into the industry. A net profit of 76,000 provides a buffer 

against "death" and indicates that FACTR would have to be about 

2.9 to generate a net loss and the death of a firm (i.e., 

(200 units x 584) - (2.9 x 2002) ~ 0) and also not effect a reduction 
in industry profit from production by other firms. Therefore, when 

the effects of changes in FACTR on various simulation outputs are 

being investigated, one should recognize that the initial conditions 
of three firms produce a measurable "margin against death. II Thus, 

because each simulation run is biased by its initial conditions, 

the experimenter should make use of his ~ priori information about 
the system under study and the purposes of the simulation to select 

initial conditions with a bias which will support the purposes of 

this study. 

A second consequence of initial conditions is that PRICE is 

determined by the actions of the three firms, and it is this price 
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generated in period one that is maintained or approached in the 

computation of TERM. Finally, besides the number of firms in 
period one, another condition is the setting of BB = 0 (i.e., the 

percentage of increase in input costs in period one is zero). 

The function REPORT provides two outputs: the production 
matrix PROD and the average industry production per time period. 
The PROD output is the set of time paths of unit quantitites pro­
duced by all firms. Time of entry into, and exit from, the industry 

are displayed. For example, if firm m (row m of the matrix PROD) 
enters the industry in period 5 and exits in period 8, row m will 
contain values only in columns five through eight. 

In addition to the two outputs described above, modification 

of the function REPORT would facilitate the Qutputing of other 

financial and statistical information. Other financial results 
available include the industry price for each period (PRICE) and 

the revenue, cost, and profit for each firm in all time periods 
(i.e., the variables REV, COST, and PRFT). Firm statistics avail ­
able include the number of producing firms in the industry for 

each period (NFRMS) and the life of each firm (ILIFE). 
Experiments designed to test the effects of changes in 

values of FACTR and AMULT on different variables (e.g., COST, ILIFE) 
include the following: 

Values Selected For 

Experiment No. FACTR AMULT	 Purposes 
1	 9.0 1 To test effects of 
2	 5.0 1 decreases in FACTR 
3	 2.0 1 

4	 9.0 .7 To test effects of 
5	 9.0 .5 

decreases in AMULT 
6	 9.0 .3 

7	 5.0 .7 To test joint effect of 
decreases in FACTR and AMULT 
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The input of typical data requested by the function DATAENTRY 

and typical outputs of the function REPORT are shown in the Sample 
Use section. For purposes of illustration, experiment No.1 (above) 
was used. Data values were entered to test this experiment. (See 
the symbol table in the following section for the definitions of all 

of the variables.) 

Program Explanation 

Public functions necessary for the successful execution of 

REPORT include CENTER, RWTD, and ~FMT. Logical segments of the 

simulation appear as separate functions. Consequently, execution 
proceeds through the functions in the following order: DATAENTRY, 

INITIALIZE, PRODUCTION, COSTREV, UPDATE, and REPORT. Because two 
or more functions must modify the value of a given variable, all 
variables are global. APL code for the random number generators, 
RANDU and RANDN, was prepared by Dr. J. L. Politzer of the Pennsylvania 

State University Computation Center Staff and made available to 
Computing Services, University of Alberta, Edmonton. 

Special features of the code are the creation of the 
variables P and RF. When first created in the function, INITIALIZE, 

P is a production indicator matrix where the (i,j)th cell value = 1 
sign ifi es tha t the i th fi rr1, un1ess removed from the industry, will 
produce in the jth time period. To record the exit of a firm from 
the industry, P is multiplied in the function UPDATE by RF, a matrix 
of zeros and ones where a zero indicates removal of a firm and a 
one permits continued existence of a firm. Therefore, in the subsequent 
time period, PROD (in the function PRODUCTION) is multiplied by 

the modified P. 
Variables first assigned in the functions DATAENTRY, INITIALIZE, 

PRODUCTION, COSTREV, and UPDATE and their definitions, in order of 
appearance, are as follows: 
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Function 

DATAENTRY 
II 

II 

II 

II 

II 

II 

II 

It 

II 

II 

II 

II 

II 

II 

II 

II 

.. 
If 

" 

II 

II 

II 

Variable 

B 

D,E,F,G 
EXVAl 
VARl 

EXVA2 
VAR2 

QLES2 

VALUE 

NBEGF 

PLESl 

PLES2 

PLES3 

STOA 
EVA 
SlOB 

EVB 
STOC 

EVe 
FACTR 

AMULT 

STOV 
EVV 
NN 

Definition 

a technological parameter.
 

constants
 

expected value of V.
 

variance of V.
 
expected value of U.
 

variance of U.
 
amount of total industry production
 
two periods prior to period one of the 
simulation.
 

lowest total industry loss level at
 
which a new firm can enter the industry.
 
number of firms in the industry in
 
period one.
 

production for first firm one period prior
 
to period one of the simulation.
 

production for second firm one period
 
priQr to period one of the" simulation.
 

production for third firm one period
 
prior to period one of the simulation.
 

standard deviation of A.
 

expected value of A.
 
standard deviation of SB.
 

expected value of SS.
 
standard deviation of C
 

expected value of C.
 
multiple by which a selected firm1s
 
production cost is enlarged.
 

amount of impact on PRICE from the
 
variable TERM.
 
standard deviation of VA.
 

expected value of VA.
 

number of time periods to be simulated.
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Function 

INITIALIZE 

" 

II 

II 

II 

II 

II 

II 

II 

II 

II 

II 

II 

II 

II 

II 

Variable 

T 

TT 

MM 

IN 

P 

ILIFE 

BB 
NADD 

NDROP 

PRICE 

EXP 

v 

TNFRM 

NFRMS 

REV 

PRFT 

Definition 

current time period. 

index for columns of PROD in which 
production in period T will be 
recorded. 

maximum number of producing firms 
(also the number of rows the columns 
in PROD). 
column numbers of PROD to be assigned 
to P. 
production indicator matrix. 

vector of lives of firms (value of 
element i = life of firm i). 

percentage of increase in input costs. 

vector of number of firms added to 
the industry in period T (value will 
equal zero or one). 

vector of number of firms dropped 
in period T. 

vector of the industry price for 
each time period. 

sum of production in period T-1 
weighted by F plus sum of production 
in period T-2 weighted by G, at any 
time period T. 

a stochastic variate with a given 
expected value, variance, and uniform 
distribution. 

total number of firms that have 
entered the industry up to and including 
a given time period. 

the number of firms producing in the 
industry in a given time period. 

matrix of revenues for firms in the 
industry for each time period. 

matrix of the net profits for the 
fi rms in the industry for each t ime 
period. 
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Function 

INITIALIZE 

II 

II 

II 

II 

II 

II 

II 

II 

PRODUCTION 

II 

II 

II 

Variable 

COST 

u 

VA 

c 

A 

DIV 
ALPHl 

BETAl 

ALPH2 

BETA2 

vv 

EEXP 

pp 

PROD 

Definition 

matrix of the total cost of production 
for the firms in the industry for each 
time period. 

a stochastic variate with a given 
expected value, variance, and uniform 
distribution. 

a stochastic variate with a given 
expected value, standard deviation, 
and normal distribution. 

a stochastic variate with a given 
expected value, standard deviation, 
and normal distribution. 

a stochastic variate with a given 
expected value, standard deviation, 
and normal distribution. 

the divisor in the production equation. 

lower bound of the range over which V 
will be distributed. 

upper bound of the range over which V 
will be distributed. 

lower bound of the range over which ,U 
will be distributed. 

upper bound of the range over which U 
will be distributed. 

reshaping of V into a vector for use 
in calculating PROD. 

reshaping of EXP into a vector for 
use in calculating PROD. 
vector whose ;th element is total 
production in period T-1 minus production 
of firm i in T-1. 
quantities produced by each firm 
in the industry in period T. 
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Function 

COSTREV 
II 

II 

II 

u 

II 

UPDATE 

II 

II 

II 

Variable 

LIFEl 

LIFE2 
CSTl 

CST2 

COST 

TERM 

FIRMDROP 

xx 

RF 

IZ 

Definition 

firms at time T with age s VA.
 
firms at time T with age> VA.
 
costs for firms at time T with
 
age ::; VA.
 
costs for firms at time T with
 
age > VA.
 
matrix of the total cost of production
 
for firms in the industry for each
 
time period.
 

E x (production in period T­

production in period 1).
 

vector index~ng firms to be dropped
 
from the industry.
 

vector of column numbers of P to
 
be adjusted for firms exiting the
 
industry.
 

matrix of zeros and ones where a zero
 
indicates removal of a firm and a one
 
permits continued existence of a frim.
 

period T-1.
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PROGRAM USAGE
 

DATAENTRY 
ENTER THE VALUES FOR B, D, E, F AND G; 
INSERT ONE SPACE BETWEEN EACH NUMBER. 
0: 

2 1000 0.5 0.2 0.03 
ENTER THE VALUES FOR EXVA1, VAE1, EXVA2 s VAR2,
 
QLES2 AND VALUE; INSERT ONE SPACE BETWEEN EACH NUMBER.
 
0: 

o 0.5 0 1 500 3000 
ENTEk THE VALUES FOR NB&GF, PLES1, PLES2 AND PLES3 
(LEAVE ONE SPACE BETWEEN EACH NUMBER) 
U: 

3 200 300 80 
ENTER THE VALUES FOR STDA, EVA, STDB s EVE, STDe, Eve 
(L~AVE ONE SPACE BETWEEN EACH NUMBER) 
0: 

0.1 2 0.005 0.04 1.333 24 
ENTER THE VALUES FOR FAeTH, AMULT, STDV AND EVV 
(LEAVE ONE SPACE BETWEEN EACH NUMBER) 
0: 

9 1 0.6667 5 
ENTER NN; NN MUST BE AN INTEGER WITH VALUE lsNNsl0 
0: 

10 
CALL THE SIMULATOR BY TYPING THE WORD INITIALIZE 

INITIALIZE 
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TBE PRODUCTION MATRIX FOR THE PREVIOUS 2 PtRIODS AND ThE 
SIMULATED 10 TIME PERIODS IS: 

TIME' PERIODS 

1 o 1 2 3 4 

1 500.0 200.0 227.7 208.2 177.3 
2 300.0 244.4 211.0 177.8 159.3 
3 80.0 207.7 204.9 176.8 159.1 
4 170.3 171.0 158.1 
5 142.6 153.4 
6 129.6 
7 
8 
9 

10
 
11
 
12
 

AVERAGE PRODUCTION FOR EACH OF THE 10 PERIODS IS: 

1 679.9
 
2 794.4
 
3 845.5
 
4 759.6
 
5 1019.9
 
6 349.7
 
7 1029.9
 
8 400.3
 
9 990.7
 

10 279.3
 

5 6 7 8 9 10 

175.4 
175.4 
175.2 
174.4 118.2 262.6 
170.5 117.6 262.5 134.6 253.4 
148.9 114.0 261.9 134.5 253.4 

242.9 131.3 252.9 141.5 

231.0 137.8 
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PROGRr'M DESCRIPTION 

V INITIALIZE
 
1 ] A THIS PUNCTION INITIALIZeS VARIOUS ARRAYS AND PARAMETERS
 
2J A AND 5&TS VALUES FOR VIV, ALPhl, BETA1, ALPH2 AND BETA2
 
3J T+Sii/1'LINKr20
 
4J T+l
 

[ 5 J TT+T+2 
( 6 J MM+D6+2 
[ 7 J NN+D6 
[ 8 J PROD+(lMM)o.~lMM 

[ 9 J IN+2+1NN 
[10J P+PRO£J[;INJ 
[llJ PROD[ 1; 1}-t-D2[ 5 ] 
[12J PROD[l 2 3 ;2J+D3[2 3 4J 
[13J b+Dl[lJ 
[14J E+Dl[3J 
[ 15 ] £,+D1[4J 
[16J G+-Dl[SJ 
[17J ILIFE+(3p1),(MM-3)pO 
[18J V+&XP+PRICH+NDhOP+NADD+BB+D6pO 
[19J NFEMS+TNFHM+D3[1],«NN-1)pO) 
[20J A+C+VA+U+COST+PRFT+REV+(MM,NN) p O 
[21J D+MMpDl[2] 
[22] DIV+MMp(2+2 xE ) 
[23J ALPH1+D2[lJ-O.5*3 xD2[2] 
[24J B~TA1+(2xD2[1])-ALPhl 

[25J ALPH2+-D2[3]-O.S*3 xD2[4] 

[26J BETA2+(2 xD2[3])-ALPH2 
[27J PlrODUCTION 

v 

V PRODUCTION 
[lJ A THIS FUNCTION CALCULATES THE UNIT PRODUCTION FOR 
[ 2 J R EACH FIRM IN EXISTENCE IN THE CURRENT TIME PERIOD 
[3J VV+MMpV[TJ+ALPH1+(BETAI-ALPH1)xZ+RANDU 1 
[4J EEXP+MMpEXP[T]+(Fx+rPhOD[;(TT-l)J)+(Gx+fPROD[;(TT-2)]) 
[5J A[;T]+MMpZZ+D4[1] RANDN D4[2] 
[6 ] REACH FIRM ASSUMES THAT THE ONLY CHANGES IN OUTPUT FOR THE 
[7 ] RINDUSTRY IN THE NEXT PERIOD (OVER THE PREVIOUS PERIOD) 
[8 ] AWILL BE ATTHIHUTED ONLY TO ITS CHANGES IN OUTPUT AND 
[ 9 ] ANO THAT OF ITS COMPETITORS. NOW, FOR EACH FIRM, CALCULAT~ 

[10J ATHE TOTAL PRODUCTION OF ALL OTHER FIRMS IN THE PREVIOUS 
[11J APERIOD BY SUBTRACTIONG EACH FIRM'S PRODUCTION FROM THE TOTAL 
[12J AINDUSTRY PRODUCTION. 
[13J PP+(MMp(+fPROD[;(TT-l)J))-PROD[;(TT-l)] 
[14J A DETERMINE PRODUCTION FOR THE CURRENT PERIOD; IF THE 
[15J A PHODUCTION INDICATOR MATRIX E CONTAINS A CELL VALUE 
[16J R OF ZERO, THIS INDICATES THE DEATH OF A FIRM IN THE 
[ 1 7 J A PREVIOUS TIME PERIOD AND THEREFORE NO PRODUCTION 
[18J A FOn THIS FIRM IN THE CURRENT PERIOD. 
[19J PROD[;TT]+«(VV+D+2 x A[ ;T ] ) - « ExPP )+EEXP » xP[ ;T ] ) f DI V 
[20J A UPDATE THE LIFE OF THE FIRMS IN EXISTENCE BY ONE TIME PERIOD 
[21J ILIFE+ILIFE+(PkOD[;TT]>O) 
[22J COSTREV 

v 
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'V R+A CENTER B 
[lJ A++/x/ 0 -2 ~RWTD A 
[2J ft+(1,A)pAt(CrO.5 xOrA-pB)t' '),B+,8 

IJ 

'V COSTREV 
[ 1 ] A THIS FUNCTION DETEhMINHS THE COST OF PRODUCTION FOR 
[ 2 J A FIRMS WHOSE PRESENT AGE IS ~ OR > THE RANDOM VARIABLE 
[ 3 ] A [A; TOTAL COST FOR EACH FIRM, UNIT PRICE IN PERIOD X 
[4 ] A AND REVENUE AND PROFIT FOR FIRMS IN THE CURRENT PERIOD 
[5 ] A ARt THEN DETERMINED. 
[6J U[;T]+ALPH2+(BETA2-ALPH2)xU[;T]+RANUNI 1 
[ 7 ] VA[;T]+D5[3J RANDOR D5[4J 
[8 J C[;T]+D4[5] RANDOR D4[6J 
[9 J A IDENTIFY FIRMS WITH PRESENT AGE~VA 

[10J LIF81+ILIPE~VA[;T] 

[llJ A IDENTIFY FIRMS WITH PRESENT AGE>VA 
[12J LIFE2+ILIFE>VA[;T] 
[13J CST2+CST1+(NM,NN)pO 
[14J CST1[;T]+P[;T]xLIFEl xC[;T]+U[;T]+(Bx(A[;TJ*2»+«PROD[;TT]-A[;T])*2) 
[15J CST2[;T]+P[;T]xLIFE2 xD5[1]xC[;TJ+U[;T]+(Bx(A[;TJ*2»+((PROD[;TT]-A[;T])*2) 
[ 16 ] COST[;T]+CST1[;TJ+CST2[;TJ 
[17J TERM+Ex«+fPROD[;TT])-(+fPROD[;3]» 
[18J PRICE[T]+(Dl[2]+(TERMxD5[2])+V[T])-(EXP[T]+(Dl[3]x(+fPROD[;TT]»)) 
[19J -i t-sicst.r J~ 0) / [Jl 

[ 20 J PRICE[T]+Q 
[21J Pl:REV[;T]+PRICE[T]xPROD[;TT] 
[22J PRFT[;T]+REV[;TJ-COST[;TJ 
[23J UPDATE 

IJ 

'V lJATAENTRY 
[ 1 ] 'ENTbR THE VALUES FOR B, D, E~ F AND G;'
 
(2J 'INSERT ONE SPACE BETWEEN EACH NUMBER.'
 
[ 3 J D1+0
 
[4J 'ENTtR THE VALUES FOR EXVA1, VAR1, EXVA2~ VAR2,'
 
[5 ] 'QLES2 AND VALUE; INSERT ONE SPACE BETWEEN EACH NUMBER.'
 
[6J D2+0
 
[7 ] 'ENTER THE VALUES FOR NBEGF, PLES1, PLES2 AND PLES3'
 
[8J '(LEAVE ONE SPACE BETWEEN EACH NUMBER)'
 
[9 ] D3+0
 
[10J 'ENTER THE VALUES FOR STDA, EVA, STDB, EVB~ STDC, EVC'
 
[llJ '(LEAVE ONE SPACE BETWEEN EACH NUMBER)'
 
[12J D4+[j
 
[13J 'ENTER THE VALUES FOR FAeTR, AMULT, STDV AND EVV'
 
[14J '(LEAVE ONE SPACE BETWEEN EACH NUMBER)'
 
[15J D5+lJ
 
[16J 'ENTER NN; NN MUST BE AN INTEGER WITH VALUE lsNNsl0'
 
[17J D6+D
 
[18J 'CALL THE SIMULATOR BY TYPING THE WORD INITIALIZE'
 

'V 
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V UPDATE 
[lJ A THIS FUNCTION DROPS AND/OR ADDS FIRMS TO THE 
[2J A INDUSTRY~ UPDATES TIME PERIODS AND CALCULATES 
(3J A THE CHANGE, IF ANY~ IN THE PARAMETER B. 
[4J A COUNT THE NUMBER OF FIRMS TO BE DROPPED. 
[ 5 ] NDR 0 P[ ']'J+ + f ( PRPT [ ; T ] ~ 0 ) 
[6J A DETERMINE THOSE FIRMS TO BE DROPPED FROM THE INDUSTRY. 
[7J +«T-NN)~O)/UP5 

[8J A INDEX FIRMS WHICH WILL EXIT THE INDUSTRY. 
[9J FIRMDROP+(PRFT[;TJ<O)~(MMpl) 

[10J XX+T+1NN-T 
[llJ RF+~«pXX)~MM)pFlhMDROP 

[12J A RECORD ZEROS IN PRODUCTION INDICATOR MATRIX E FOR FIRMS 
[13J R THAT HAVE EXITED THE INDUSTRY 
[14J P[;XXJ+RpxP[;XXJ 
[15J A IF TOTAL INDUSTRY PROl?IT + VALUE(-D2[6J) IS S 0, DO NOT 
[16J A ADD A FIRM TO THE INDUSTRY; OTHERWISE~ ADD ONE FIRM 
[17J UP5:~«(+fPRFT[;TJ)+D2[6J)~O)/UPl 

[18J NADD[TJ+NADD[TJ+l 
[19J +«T-NN)~O)/REP 

[20J ~NEXTPERIOD 

[21J UP1:+«T-NN)~O)/REP 

[22J P[(3+T);J+O 
[23J NEXTPERIOD:T+T+l 
[24J TT+TT+l 
[25J A IE' NUMBER OF FIRMS IN NEW PERIOD IS > NUMBER IN PERIOD 
[26J A T-l~ ADJUST PARAMETER ~. 

[27 J IZ+T-1 
[28J NFRMS[TJ+(NFRMSCIZJ+NADD[IZJ)-NDROP[IZ] 
[29J TNPRM[T]+TNFRM[IZ]+NADD[IZ] 
[30J ~«NFRMS[TJ-NFRMS[IZJ)~O)/UP3 

[31J B+B+B xbB[TJ+D4[3J RANDN D4[4J 
[32J PRODUCTION 
[33J +0 
[34J UP3:BB[Tl~O 

[35J PRODUCTION 
[36J ~o 

[37J RE'P:RE'PORT 
'V 
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V ZZ+SIG RANDN MU 
[lJ ZZ+MU+SIGx-6+(+/-1+?12p178956970)f178956969 

iJ 

iJ ZZ+SIG RANDOR MU 
[lJ X+1 
[2J ZZ+M/VlpO 
[3J ZZ[XJ~MU+SIGx-6+(+/-1+?MMp178956970)+178956969 

[4J +(MM<X+X+l)/O 
[5J +3 

V 

V Z+RANDU X 
[lJ Z+XX(-1+?2147483647)f2147483646 

IJ 

V RU+}(ANUNI X 
[lJ RU~XX(-1+?MMp2147483647)f2147483646 

\I 

V REPOhT 
[lJ FORMAT~'I4,5Xl,',(RP+'0123456789'[1+10 10 TMMJ),'BFB.1' 
[2J 'THE PRODUCTION MATRIX FOR THE PREVIOUS ';MM-NN;' PERIODS AND THE' 
[3J 'SIMULATED ';NN;' TIME PERIODS IS: ';3p~B 

[4J PORMAT CENTER 'TIME PERIODS';4pQ.B. 
[5J (, ('X9,' .ur , '18') ~FMT(1,MM)p-2+1MfvJ),2pQR 
[6J FORMAT ~FMT(lMM;PROD);8PQR 

[7J 'AVERAGE PRODUCTION FOR EACH OF THE ';NN;' PERIODS IS: ';3pQE 
[8J 'I4,5Xl,F8.1' ~FMT(lNN;«+fPROD[;(2+1NN)J)fNFRMS[TJ» 

[9J -+0 
'V 

IJ TE'STDATA 
[lJ Dl+ 2 1000 0.5 0.2 0.03 
[2J D2+ 0 0.5 a 1 500 3000 
[3J D3+ 3 200 300 80 
[4J D4+ 0.1 2 0.005 0.04 1.333 24 
[5] 05+ 9 1 0.6667 5 
[6J D6+10 
[7J I~ITIALIZE 

'V 
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3.3 

SINGLE ASSET DEPRECIATION METHODS 

Lawrence D. Brown
 
Assistant Professor of Accounting and Economics
 

School of Management
 
State University of New York at Binghamton
 

Binghamton, New York
 

DESCRIPTION 

The primary purpose of this program, entitled DEPRECIATE, 

is to aid management educators in teaching single asset deprecia­

tion methods to beginning and intermediate financial accounting 
students. The program can be used for drill and practice, home­

work assignments, or in the classroom. It enables the user to 

choose any of the following depreciation methods: 

1.	 Straight Line (SL) 

2.	 Sum-of-the-years Digits (SYD) 
3.	 Declining Balance (DB) 

4.	 Double Declining Balance (DDS) 
5.	 Sinking Fund (SF) 
6.	 Annuity (AN) 

Usage Instructions 

The user is initially asked to respond to the following four 

questions: 

1.	 Historical cost of asset? 
2.	 Expected net salvage value of asset? 

3.	 Expected life of asset (in years)? 
4.	 Depreciation method desired: SL, SYD, DB, DDB, 

SF, or AN? 
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The Historical Cost (He) can be any positive number less 

than one trillion. The Net Salvage Value (NSV) can be any posi­

tive number less than the historical cost of the asset. The 
Expected Asset Life (N) can be any integer between one and nine 

hundred ninety-nine. If any of these constraints are violated, 

asteri~ks will be printed out in the depreciation table in lieu 
of numbers. 

One of the mnemonics representing the six depreciation 
methods identified above must be entered in response to question 4. 

If the user does not input one of these available depreciation 
methods, he will receive an error message and will be asked 

question 4 again. 
After these four questions are answered satisfactorily, the 

user obtains a depreciation table containing Annual Depreciation 

Expense (DE) Accumulated Depreciation (ACe), and Book Value (BV). 

The user ;s then given the option to plot depreciation expense 
over time. He;s next asked whether or not he desires to use 

the same data for a different depreciation method. If he responds 

YES, he is reasked question 4 above. If he answers NO, he is asked 

if he wants to enter new data. An affirmative answer results in 
question 1 being asked again. A negative response yields the 
message, GOODBYE FOR NOW, and exits the user from the program. 

In addition to the function DEPRECIATE, the following public 

functions are also required: AKI, AYN, NIP, PLOT, and VB. In 
addition, Scientific Time Sharing Corporations CENTER, COLNAMES, 

and ~FMT are also needed in order to execute the program success­
fully. 
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1 

PROGRAM USAGE 

DEPRECIATE 
HISTORICAL COST OF ASSET?: 25000 
EXPECTED NET 8.4LVAGE VALUE OF ASSET?: 5000 
EXPECTED LIFE OF ASSET (IN YEARS)?: 13 
DEPRECIATION METHOD DESIRED: SL,SYD,DB,DDB,SF,OR AN? 
DDB 

TABLE OF ASSET DEPRECIATION 

YE.4R DEP EXP ACC DEP BOOK VALUE 
3846.15 3846.15 21153.85 

2 3254 • 44 7100 • 59 17899.41 
3 2753.76 9854.35 15145.65 
4 2330.10 12184.45 12815.55 
5 1971.62 14156.07 10843.93 
6 1668.30 15824.37 9175.63 
7 1411.64 17236.00 7764.00 
8 1194.46 18430.46 6569.54 
9 

10 
1010.70 19441.16 5558.84 

558.84 20000.00 5000.00 
11 
12 
13 

DO YOU 
PLEASE 

WANT A 
ANSWER 

0.00 20000.00 
0.00 20000.00 
0.00 20000.00 

PLOT OF DEPRECIATION EXPENSE 
YES OR NO: YES 

5000.00 
5000.00 
5000.00 

VERSUS TIME?: y 

40001 
1, 
I
1

0 

0 
30001 

I
I
I

0 

0 

1 
20001 0 

I
I
t

0 
0 

I 0 
1000 I 0 

I
I
1 

0 

t 
01 1 I I I 0 0 0 t 
o 2 4 6 8 10 12 14 

DO YOU WANT TO USE THE SAME DATA TO CALCULATE DEPRECIATION EXPENSE,
 
ACCUMULATED DEPRECIATION AND BOOK VALUE USING A DIFFERENT DEPRECIATION METHOD? YES
 
DEPRECIATION METHOD DESIRED: SL,SYD,DB,DDB,SF,OR AN?
 
SF 
WHAT INTEREST RATE DO YOU WISH TO APPLY TO THIS ASSET? (0 $ INT RATE ~ 100): 11 
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1 

3 

TABLE OF ASSET DEPRECIATION
 

YEAR DEP EXP ACC DEP BOOK VALUE
 
763.02 763.02 24236.98 
846.95 1609.97 23390.03 
940. 12 2550.09 22449.91 

4 1043.53 3593.62 21406.38
 
5 1158.32 4751 • 94 20248.06
 
6 1285.73 6037.67 18962.33
 
7 1427.16 7464.83 17535.17
 
8 1584.15 9048.98 15951.02
 
9 1758.41 10807.39 14192.61
 

10 1951.83 12759.22 12240.78
 
11 2166.53 14925.76 10074.24
 
12 2404.85 17330.61 7669.39
 
13 2669.39 20000.00 5000.00
 

DO YOU WANT A PLOT OF DEPRECIATION EXPENSE VERSUS TIME?: YES 

3000t 

o 

t 
t 
t
I 

25001 
1 o 

o 
t, 
I 

20001 o 

o 
t
1 
1 

15001,
t 

oI 

o 
o 

or 

I 
10001 o 

o

,, 
t, 

o 
0 

500t 1 t I I t 
o 

DO YOU WANT 
2 4 6 8 10 12 14 

TO USE THE SAME DATA TO CALCULATE DEPRECIATION EXPENSE. 
.4CCUMULATED DEPRECIATION AND BOOK VALUE USING A DIFFERENT DEPRECIATION METHOD? NO 
DO YOU WANT TO ENTER NEW DATA? NO 
GOODBYE FOR NOW 
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PROGRAM DESCRIPTION
 

V DEPREC 1.4TE 
[lJ ATHIS FUNCTION REQUIRES THE FOLLOWING OTHER FUNCTIONS: 
[2] AAKI, AYN, IPI, NIP, OUTPUT, PLOT, AND VS 
[3] L2:+L3xlO<HC~NIP 'HISTORICAL COST OF ASSET?: 
[4] 'HISTORICAL COST MUST BE GREATER THAN ZERO: '0 +L2 
[5] L3:+L4x\0~NSV+NIP 'EXPECTED NET SALVAGE VALUE OF ASSET?: 
[6J 'EXPECTED NET SALVAGE VALUE OF ASSET MUST BE POSITIVE: '<> "L3 
[7J L4:+(NSV<HC)/LS 
[8J 'HISTORICAL COST MUST EXCEED NET SALVAGE VALUE: '<> +L3 
[9J LS:+L6x\1<N+IPI 'EXPECTED LIFE OF ASSET (IN YEARS)?: 
[10] 'EXPECTED LIFE OF ASSET MUST EXCEED ONE: '(> +£5 
[llJ L6:'DEPRECIATION METHOD DESIRED: SL,SYD,DB,DDB,SF,OR AN?' 
[12] +(SL,SYD,DB,DDB,SF,AN,ERR)['LYBDFN'tl+2t,~J 

[13J ERR: 'YOU MADE AN ERROR. THE ONLY PERMISSIBLE DEPRECIATION' 
[14J 'METHODS ARE SL,SYD.DB,DDB,SF,AND AN: '<> +£6 
[15J SL:+L9,CV+HC-ACC+(lN)xDE+Np(HC-NSV)fN 
[16] SYD:"L9,CV+HC-ACC++\DE+(~lN)x2x(HC-NSV)fNxN+l 

[17J DB:CV+HC-ACC++\DE+HCx«l-FRAC)*« IN)-l))xFRAC+l-(NSVfHC)*fN <> "£9 
[18J DDB:CV+HC-ACC++\DE+HCx«1-FRAC)*«lN)-1»xFRAC+2fN 
[19J DE+ACC-O,-l~ACC+HC-CV+CVrNSV0 +L9 
[20J SF:+L7 x l l >I NT+O. 01 x I NT+NI P 'WHAT INTEREST RATE DO YOU WISH TO APPLY TO THI 

S ASSET? (0 s INT RATE ~ 100): ' 
[21] 'INTEREST RATE CANNOT EXCEED ONE HUNDRED.' 0 +SF 
[22J L7:CV~HC-ACC~+\DE+(HC-NSV)x(INTf«(1+INT)*N)-1»x(1+INT)*(lN)-l "£90 
[23J AN:+L8 xtl>INT+0.OlxINT+NIP 'WHAT INTEREST RATE DO YOU WISH TO APPLY TO THI 

S ASSET? (0 ~ INT RATE s 100): ' 
[24J 'INTEREST RATE CANNOT EXCEED ONE HUNDRED.' 0 +AN 
[25J L8:DE~Np(HC-(NSVX(lf(1+INT}*N»)f(l-(lf(1+INT)*N»fINT 

[26J CV+HC-ACC++\(HC-NSV)x(INTf«(l+INT)*N)-l»x(l+INT)*(lN ) - 1 0 "£9 
[27J L9:0UTPUT
 
[28J +L11 xtR+AYN 'DO YOU WANT A PLOT OF DEPRECIATION EXPENSE VERSUS TIME?:
 
[29J L10:'DO YOU WANT TO USE THE SAME DATA TO CALCULATE DEPRECIATION BXPENSE,' 
[30J .L6xlR~AYN 'ACCUMULATED DEPRECIATION AND BOOK VALUE USING A DIFFERENT DEP 

RECIATION METHOD? 
[31J +L2 xIR+AYN 'DO YOU WANT TO ENTER NEW DATA? 
[32J 'GOODBYE FOR NOW' 0 +0 
[ 33] Ll1: 30 6 0 PLOT DE V S IN 0 + £10 

V 

V OUTPUT 
[1 ] ATHIS FUNCTION REQUIRES THE FOLLOWING OTHER FUNCTIONS: 
[ 2 ] ACENTER, COLNAMES, AND 6FMT 
[3 ] FS+' 14. 3F 17. 2' , ,
[4 J
 
[ 5 J FS CENTER 'TABLE OF ASSET DEPRECIATION'
 , ,[ 6 ]
 
[7J FS COLNAMES '/YEAR/DEP EXP/ACC DEP/BOOK VALUE/'
 
[ 8 J R+1N
 
[9 ] FS AFMT(R;DE;ACC;CV)
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3.4 

REAL ESTATE VALUATION USING 
THE DIRECT CAPITALIZATION METHOD 

Fred E. Case
 
Professor of Urban Land Economics
 

Graduate School of Management
 
University of California
 

Los Angeles, California
 

DESCRIPTION 

Introduction 

The value of income-producing real estate may be calculated 

by one of two methods: the present worth of a stream of future 

benefits or by the direct capitalization method. The most commonly 
used -- and most conservative -- is the latter, and it is this 
method which is used in this program. The basic formula is 
V = NY + CF, where V is value, NY is the net income, and CF is 
the capitalization factor. Depending upon the data available, 
the building residual method, the land residual method, or the 
property residual method can be used. The accompanying program, 
DIRCAL, is designed to perform each of these calculations. 

This program can be used by anyone wanting to understand the 

fundamentals of the direct method of capitalization and to calculate 
the value for any type of income-producing property for which data 
are available. The program is useful in both undergraduate and 
graduate courses in real estate economics, valuation, finance, and 

investments. 

Use of the Program 

To use the function, the user provides the information 

requested and is then supplied with the answers. Basically, the 
user must supply data on gross scheduled income; a vacancy and 
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collection loss percentage; operating expenses, both fixed and
 

reserved, expressed as a percentage of gross scheduled income;
 

property taxes as a percent of the property market value;
 

anticipated earnings rate; and anticipated earnings period or
 
economic life. Then, depending upon the data which are available,
 

estimates are required on the land value; the building value; and
 
the expected residual value of the property at the end of the invest­

ment period.
 

In entering data, a few words of eyplanation are in order. 

The following are some of the input prompts, accompanied by a 

more detailed explanation of what they mean. 

ENTER GROSS SCHEDULED INCOME (GSY) 

Gross scheduled income refers only to scheduled rents, not 

to other forms of income. 

ENTER OPERATING EXPENSES (DE) AS A 
PERCENTAGE OF GROSS SCHEDULED INCOME 

Operating expenses are not total expenses; total expenses 
include operating expenses (DE), reserve expenses (RE), fixed 
expenses (FE), and property taxes (TE). 

ENTER RESERVE EXPENSE PERCENTAGE (RE) 

Reserve expenses are cash outlays which occur in one year 
which relate to more than one year of operation. To obtain the 
figure for reserve expenses, divide each reserve expense by the 
number of years over which it is to be allocated. For example, 
roof repairs might cost $1000 in one year but be expected to last 

for ten years. Dividing $1000 by 10 would yield an annual cost 
of $100. All these annualized expenses should then be totalled 

and expressed as a percentage of the gross operating income. 
Reserve expenses are not made for the purpose of increasing the 

rents but merely to maintain the scheduled rents. 
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ENTER FIXED EXPENSE PERCENTAGE (FE) 

Fixed expenses include such things as fire insurance, fees, 

licenses, and similar types of costs whose amounts are determined 

externally and are not a function of the level of operation. 

ENTER MARKET VALUE OF THE PROPERTY (MV) 

The market value is either the original purchase price or the 

current estimated market value, whichever is most appropriate. If 

neither are available, use the assessed value, adjusted to approximate 

the market value. 

ENTER LAND VALUE (LV) 
ENTER BUILDING VALUE (BV) 

Each of the above should be entered separately. If they are 

not available directly, they should be derived from the assessed 

values. 
The remaining requests for input are fairly straightforward. 

When all inputs have been completed, the program will print out 

the resultant value estimations. These are calculated according 

to the building residual method, the land residual method, and 

the property residual method. If the user wishes to run the 

program again, retyping DIRCAL will cause it to restart. 

All data must be entered each time calculations are run. 

However, the user can vary the data each time according to his 

needs. The sample session provides an illustration of the kinds 
of data asked for and the output produced, given the data provided. 
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PROGRAM USAGE
 

DIFCAL 

ENTER ALL PERCENTAGE FIGURES AS DECIMAL FRACTIONS, E.G., 
8 PERCENT WOULD BE ENTERED AS .08 
IF YOU MAKE A MISTAKE ENTERING DATA, START OVER. 

ENTER GROSS SCHFDULED INCOME(GSY) 
[1: 

30000 
ENTER VACANCY AND COLLECTION LOSS (VCL) AS A PEHCgNTAGE OF 
GROSS SCHEDULED INCOME. 
0: 

.0 f; 
ENTER OPERATING EXPENSES (OE), AS A PERCENTAGE OF GROSS SCHEDULED INCOME. 
n: 

.10 
ENTER RESERVE EXPENSE PERCENTAGE(RE) 
0: 

.04 
ENTER FIXED EXPENSE PERCENTAGE(FE) 
r: 

.06 
ENTER MARKET VALUE OF THE PROPERTY eMV) 
[1: 

190000 
ENTER PROPERTY TAX EXPENSES (TE) AS PERCENTAGE OF MARKET VALUE 
[1: 

.025 
ENTER LAND VALUE(LV) 
~: 

70000 
ENTER BUILDING VALUE(BV) 
[1: 

l?OOOO 
ENTER INTEREST RATE OR EARNING RATE (EGR). 
Q: 

.08 
~NTER EARNING PERIOD OR ECONOMIC LIfE, IN YEARS (EeL) 
[1: 

40 
ENTER EXPECTED RESIDUAL VALUE (ERV) AT END OF EARNING PERIOD. 
IF YOU CANNOT ESTIMATE RESIDUAL VALUE, USE LAND VALUE(LV). 
[1: 

70000 
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VALUE ESTIMATE CALCULATIONS USING THE BUILDING RESIDUAL METHOD 
LAND INCOME (LVY) 5600 
BUILDING INCOME (RBY) 12210 
VALUE OF BUILDING (FEV) 116285.7143 
VALUE ESTIMATE DERIVED (SPV) 186285.7143 

VALUE ESTIMATE CALCULATIONS USING THE LAND RESIDUAL METHOD 
BUILDING INCOME (BLY) 12600 
LAND INCOME (RLY) 5210 
LAND VALUE ESTIMATE (RLV) 651?5 
VALUE ESTIMATE (RPV) 185125 

VALUE ESTIMATE CALCULATIONS 9 DERIVED USING THE PROPERTY RESIDUE METHOD 
PRESENT VALUE OF FUTURE NET INCOME STREAM (PVY) 169619.0476 
PRESENT VALUE OF ANY RESIDUAL PROPERTY AT END OF INVESTMENT(DLV) 

3222.165331 
VALUE ESTIMATE DERIVED (PRV) 172841.213 
ANNUAL PERCENT NET INCOME DECLINE WHILE PROTECTING EQUITY EARNING RATE 

0.01904761905 
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PROGRAM DESCRIPTION
 

V DIRCAL 
[1 } , , 

[2J 'ENTER ALL PERCENTAGE PIGURES AS DECIMAL FRACTIONS~ E.G.,' 
[3J '8 PERCENT WOULD BE ENTERED AS .08' 
[4J 'IF YOU MAKE A MISTAKE ENTERING DATA, START OVER.' 
( 5 J ' , 
[6J 'ENTER GROSS SCHEDULED INCOME(GSY) , 
[7J GSY+-fl 
[8J 'ENTER VACANCY AND COLLECTION LOSS (VCL) AS A PERCENTAGE OF 

GROSS SCHEDULED INCOME.' 
[9 J VC z-r: 
[10J 'gNTER OPERATING EXPENSES (OE), AS A PERCENTAGE OF GROSS SCHEDULED INCOME 

[ 11 JOE+-O 
[12J 'ENTER RESERVE EXPENSE PERCENTAGE(RE) , 
[13J RE+-[l 
[14J 'ENTER FIXED EXPENSE PERCENTAGE(FE) ' 
~15J FE+-n 
[16J 'ENTER MARKET VALUE OF THE PROPERTY (MV)' 
[17] MV+-[l
 
[18J 'ENTER PROPERTY TAX EXPENSES (TE) AS PERCENTAGE OF MARKET VALUE'
 
[19J TE+-O
 
[20J 'ENTER LAND VALUE(LV)'
 
[21J LV+O
 
[22J 'ENTER BUILDING VALUE(BV) '
 
(23J BV+-[1
 
[24J 'ENTER INTEREST RATE OR EARNING RATE (EGR).'
 
[25J EGR+-[1
 
[26J 'ENTER EARNING PERIOD OR ECONOMIC LIFE, IN YEARS (ECL)'
 
[27J ECL+-n
 
[28J 'ENTER EXPECTED RESIDUAL VALUE (ERV) AT ~ND OF EARNING PERIOD.'
 
[2gJ 'IF YOU CANNOT ESTIMATE RESIDUAL VALUE, USE LAND VALUE(LV).'
 
[30J ERV+n
 
(31J GOY+-GSY-(GSYxVCL)
 
[32J NY+-GOY-(GOYxOE+RE+FE)+TExMV
 
[33J LVY+-LVxF:GR
 
[34J RBY+-NY-LVY
 
[35J RRV+RBYf(EGR+(lfECL»
 
[36] BPV+LV+RBV
 
[37J BLY+BVx(EGR+(lfECL»
 
[38J RLY+-NY-BLY
 
[39J RLV+-RLYfEGR
 
[40J RPV+-BV+RLV
 
[41J PVY+-NYf(EGR+(lfECL»
 
[42J DLV+ERVx(lf(l+EGR)*ECL)
 
[43J PRV+-PVY+DLV
 
[44J DEY+-(EGRx(lfECL)f(EGR+(lfECL»
 
[45 J ' ,
 
[46J 'VALUE ESTIMATE CALCULATIONS USING THE BUILDING RESIDUAL METHOD'
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[47J LAND INCOME (LVY) ';LVY 
[48J BUILDING INCOME (RBY) ';RBY 
[49J VALUE OF BUILDING (RBV) ';RBV 
[50J VALUE ESTIMATE DERIVED (BPV) ';BPV 
[51] "
 
[52J 'VALUE ESTIMATE CALCULATIONS USING THE LAND RESIDUAL METHOD'
 
[53J BUILDING INCOME (BLY) ';BLY
 
[54J LAND INCOME (RLY) ';RLY
 
[55J LAND VALUE ESTIMATE (RLV) ';RLV
 
[56J VALUE ESTIMATE (RPV) ';RPV
 
[57] ' ,
 
[S8J 'VALUE ESTIMATE CALCULATIONS, DERIVED USING THE PROPERTY RESIDUE METHOD'
 
[59J' PRESENT VALUE OF FUTURE NET INCOME STREAM (PVY) ';PVY
 
[60J PRESENT VALUE OF ANY RESIDUAL PROPERTY AT END OF INVESTMENT(DLV)
 

';DLV 
[61J' VALUE ESTIMATE DERIVED (PEV) ';PRV 
[62J ANNUAL PERCENT NET INCOME DECLINE WHILE PROTECTING EQUITY EARNING R 

ATE ';DEY 
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3.5 

SIMULATION OF RANDOM SAMPLES 
AND SAMPLING DISTRIBUTIONS OF VARIOUS STATISTICS 

John J. Chai
 
Associate Professor of Quantitative Methods
 

School of Management 
Syracuse University 
Syracuse, New York 

DESCRIPTION 

Introduction 

This program is made up of three functions: (1) POPDIST, 

(2) SIMUSAMPLE, and (3) SAMPDIST. SIMUSAMPLE is the main function 

and the other two are subfunctions. The first function inputs a 

finite population and formulates the frequency (or probability) 

distribution with equal class intervals; the second function generates, 
from the input, simple random samples with replacement of a specified 

size for a specified number of replications; and the third function 
formulates the sampling distribution of a specified statistic such 
as sample mean, median, range, variance, and standard deviation. 
The program is designed primarily to teach students in a beginning 

applied statistics course (undergraduate and graduate levels) the 
concepts of simple random sampling from a finite population, the 

sampling distributiqn of a statistic, the central limit theorem, 

and the relationship between parameters and statistics. This pro­
gram can also be used for a general simulation proglem. The program 

is intended to be used in a flexible way in that the instructor 
may use it in a classroom as a teaching device or students may use 
it independently outside class as an exercise in statistical pro­

blems related to sampling distribution theory. 
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Instructions for Use 

It is assumed that the users know what a frequency (or 
probability) distribution is; what simple random sampling without 
replacement is; what a sampling distribution is; what the central 

limit theorem is; and what relationship exists between the statistic 
involved and the parameters of the population under consideration. 
The data for input is a set of a finite population. Either a string 
of individual values (ungrouped data) of a population or a frequency 
distribution (grouped data) of a population can be entered. If a 
string of individual values is to be entered as input, the program 

asks a user to specify the parameters necessary for formulating 
the ungrouped data into a frequency distribution (i.e., the lower 
class limit value of the first class, the class interval, and the 

number of classes required). The program outputs the maximum and 
minimum values of the input for the user's convenience. If a user 
wants to input a frequency distribution, the program asks for the 
class midpoints and corresponding frequencies as input. The program 
also asks for the population size. If a user inputs a probability 
distribution, the program asks the user to convert the probabilities 
to absolute frequencies based on the population size. Then the 
program outputs a table and a graph showing the details of the 
population. The table shows lower and upper class limits, class 
midpoints, absolute and relative frequencies (probabilities), and 
absolute and relative cumulative frequencies. The graph is in the 
form of a histogram. 

The program also outputs the values of population mean, median, 
range, variance, and standard deviation. The program then asks the 
user to input the size of the sample and the number of replications. 
Next, the program outputs the names of statistics for which sampling 

distributions can be developed and asks the user to designate one 
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statistic. The program outputs the maximum and minimum values of 

the statistic and asks the user to input the lower class limit 
value of the first class, class interval, and the number of classes 
required to formulate the sampling distribution. The program then 

outputs the sampling distribution in tabular and graphic forms, 
which are very much like the ones given for the population data. 

It also outputs the various parameters of the sampling distribution. 

The program gives the user the option of respecifying the 
three parameter values necessary for formulating the frequency 
distribution of the population and the sampling distributions. It 
also provides the user with the option of continuing the program 
with a new statistic or a new population. 

The constraints of the program are as follows. First, the 
population size is set to at least 100. This is an arbitrary num­
ber. In fact, one should be aware that the population size must be 

considerably larger than the sample size in order that the effect 

of the central limit theorem can be realized. On the other hand, 
one should be aware of workspace size limitations if a string of 
ungrouped data of a large size population is to be entered. In 
this case, one is advised to formulate a frequency distribution 
first and input it instead of inputting ungrouped data. Second, 
the sample size and the number of replications are also limited 
to a maximum of 99 and 50, respectively, in view of the workspace 
size limitation and the high cost of replications. Third, a 
user must select the lower class limit value of the first class to 
be slightly less than the minimum value in the data for formulating 
a frequency distribution of a population and for developing a 
sampling distribution, for the lower class limit values are not 
counted into the classes. 

To use the program, the student merely needs to type 

SIMUSAMPLE. This first program then calls the others (POPDIST 
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and SAMPDIST). In addition to these functions, the public 
funct i on s AKI, AYN, CENTER, COLNAMES, /:)'FMT, PLOT, and VS are 
needed. 
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PROGRAM USAGE 

SIMUSAMPLE 
A POPULATION DATA TO BE ENTERED AS INPUT MAY BE IN THE FORM 
OF A VECTOR OF INDIVIDUAL VALUES (UNGROUPED DATA) OR IN THE FORM 
OF FREQUENCY (OP PROBABILITY) DISTRUCTIONS. PLEASE FOLLOW THE INPUT 
INSTRUClIONS BEWW CAREFULLY 
HAVE YOU ALREADY ENTERED THE POPULATION DATA? TYPE YES OR NO. N 
ENTER THE POPULATION SIZE. THE SIZE MUST BE AT LEAST 100: 
f.l: 

90 
ENTER THE POPULATION SIZE. THE SIZE MUST BE AT LEAST 100: 
0: 

500 
IS YOUR DATA UNGROUPED? TYPE 'Y' OR 'N'. Y 
ENTER UNGROUPED DATA. TYPE',r ' IF MORE SPACE IS NEEDED FOR ENTERING DATA. 
n· 
,-,. ( ( 1200) + 200010) , [1 
0: 

(1300)x2+(?300pl0]
SYNTAX ERROR 

(t300)x?+(?300pl0J 
A 

[J: 
(t300)X2+(?300010) 

MAXIMUM VALUE IS: 3267 MINIMUM VALUE IS: 11 
IN ORDER TO SHAPE A FREQUENCY DISTRIBUTION FOR THE UNGROUPED DATA YOU ENTERED, YOU 
ARE ASKED TO SPECIFY THE LOWER CLASS LIMIT VALUE OF THE FIRST CLASS, WIDTH OF CLASS, AND 
NU!-tfBEF OF CLASSES, E.G., 5 20 10. gNTER THESE THREll: VALUf:S: 
Q: 

S 600 f) 

*********************************************************************************************** 
POPULATION DISTRIBUTION TABLE 

LOWER UPPER CLASS FREQ REL CUMUL REL CUM 
CL LMT CL LMT MID PT FREQ FREe; FREQ 

6.00 606.00 306.00 299 59.80 299 59.80 
606.00 1206.00 906.00 90 18.00 389 77.80 

1206.00 J.806.00 1506.00 54 10.80 443 88.60 
1806.00 2406.00 2106.00 42 8.40 485 97.00 
2406.00 3006.00 2706.00 11 2.20 496 99.20 
3006.00 3606.00 3306.00 4 0.80 500 100.00 

TOTAL 500 100.00 

*********************************************************************************************** 
75 

[1 
n 

50 h 
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1000 
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2000 
I [l 

3000 
n I 

4000 
*********************************************************************************************** 

PARAMETERS OF POPULATION 
MEAN 771.60 
MEDIAN 507.67 
RANGE 3600.00 
VARIANCE 25439.80 
STAND DEV 159.50 

*********************************************************************************************** 
~NJ~~ET~~Z~W;~~ ~~ZfE~~DTk~~ fg~B~~DO~O~Eb~I~~,~i~~~Tg~~~R~BsTEB~·_N028R~~!rER THAN 50. 
0: 

109 56 
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TRY AGAIN. 
ENTER THE SAMPLE SIZE AND THE NUMBER OF REPLICATIONS DESIRED F.G. 20 30. 
SAMPLE SIZE MUST BE LESS THAN 100 AND NO. OF REPLICATIONS MUST BE NO GREATER THAN 50. 
0: 

10 20 
ENTER THE VARIABLE NAME OF ONE STATISTIC OF YOUR INTEREST. 
THE VARIABLE NAMES ARE AS FOLLOWS: 

STATISTICS VARIABLE 

MEAN 5MB 
MEDIAN SMDS 
RANGE SRS 
VARIANCE SVS 
STAND DEV SSDS 

0: 
5MB 

*********************************************************************************************** 
PARAMETERS OF SAMPLING DISTRIBUTION 

MEAN 744.00 
MEDIAN 756.00 
RANGE 780.00 
VARIANCE 66276.00 
STAND DEV 257.44 

*********************************************************************************************** 
SAMPLING DISTRIBUTION OF THE STATISTIC IS PRESENTED IN THE FORM 
OF PROBABILITY DISTRIBUTION AND GRAPH BEWW: 
BUT" FIRST, ENTER THE Lor';ER CLASS LIMIT VALUE OF THE FIRST CLASS, CLASS WIDTH, AND NO. OF 
CLA0SES YOU NEED FOR THE SAMPLING DISTRIBUTION, E.G., 0 5 10: 
(MAXIMUM VALUE OF THE STATISTIC IS: 1146 THE MINIMUM IS: 366):
[1: 

400 200 5 
*********************************************************************************************** 

SAMPLING DISTRIBUTION 
LOWER UPPER CLASS PROB 

CL LMT CL LMT MID PT 

400.00 600.00 500.00 O.l~ 
600.00 800.00 700.00 0.30 
800.00 1000.00 900.00 0.20 

1000.00 1200.00 1100.00 0.20 
1200.00 1400.00 1300.00 0.00 

TOTAL 0.85 
*****5:~ **************~*********************************************************************** 

!l 
II 
n 
fl o f! n
 

n h R R
 
0.2 

n rl F1 n 
r ~ 0 Do n ~ ~0.1 orO r 
~ 0 ~ Qo Q 0 0 
~ n ~ r 

0.0 TTl I I fi 
400 600 800 1000 1200 1400 

*********************************************************************************************** 
WOULD YOU LIKE TO DEVELOP THE SAMPLING DISTRIBUTION FOR A NEW STATISTIC? N 
WOULD YOU LIKE TO RESPECIFY SAMPLE SIZE AND/OR NO. OF REPLICATIONS? N 

DO YOU LIKE TO CONTINUE EXERCISE WITH A NE&I POPULATION? N 
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SIMTJSAMPLE 
A POPULATION DATA TO BE ENTERgD AS INPUT MAY BE IN THE FORM 
OF A VECTOR OF INDIVIDUAL VALUES (UNGROUPED DATA) OR IN THE FORM 
OF FREQUENCY (OR PROBABILITY) DISTRUCTIONS. PLEASE FOLLOW THE INPUT 
INSTRUCTIONS BELOW CAREFULLY 
HAVE YOU ALREADY ENTERED THE POPULATION DATA? TYPE YES OR NO. N 
ENTER THE POPULATION SIZE. THE SIZE MUST BE AT LEAST 100: 
0: 

500 
IS YOUR DATA UNGROUPFD? TYPE 'Y' OR 'N'. N 
ENTER THE GROUPED DATA AS FOLLOWS: IF THE DATA CONTAINS ABSOLUTE FREQUENCIES
ENTER THE FREQUENCIES. IF THE DATA CONTAINS RELATIVE FREQUENCIES OR PROBABILITIES,
CONVERT THEM INTO ABSOLUTE FREQUENCIES AND ENTER THE ABSOLUTE FREQUENCIES:
0: 

253 108 31 26 21 17 7 7 3 9 4 5 5 2 1 1 
ENTER THE LOWER CLASS LIMIT OF THE FIRST CLASS,CLASS INTERVAL, AND NUMER OF CLASSES IN 
YOUR FREQUENCY DISTRIBUTION TABLE, I.E., 5 20 10.
n: 
-- 0 1 16 
*********************************************************************************************** 

LOWER 
CL LMT 

UPPER 
CL LMT 

POPULATION DISTRIBUTION TABLE 
CLASS FREQ

MID PI' 
REL 

PREQ 
CUMUL 

FREQ 
REL CUM 

FREQ 

0.00 1.00 0.50 253 50.60 253 50.60 
1.00 2.00 1.50 108 21.60 361 72.20 
2.00 3.00 2.50 31 6.20 392 78.40 
3.00 4.00 3.50 26 5.20 418 83.60 
4.00 5.00 4.50 21 4.20 439 87.80 
5.00 6.00 5.50 17 3.40 456 91.20 
6.00 7.00 6.50 7 1 .40 463 92.60 
7.00 8.00 7.50 7 1.40 470 94.00 
8.00 9.00 8.50 3 0.60 473 94.60 
9.00 10.00 9.50 9 1.80 482 96.40 

10.00 11.00 10.50 4 0.80 486 97.20 
11.00 12.00 11.50 5 1.00 491 98.20 
12.00 13.00 12.50 5 1.00 ·496 99.20 
13.00 14.00 13.50 2 0.40 498 99.60 
14.00 15.00 14.50 1 0.20 499 99.80 
15.00 1.6.00 15.50 1 0.20 500 100.00 

TOTAL 500 100.00 

*********************************************************************************************** 
50 [l 

[1 
n 
II 

25 0 
[1[1 
[10
[1[1
 
[1[1[lQ[ln
 

o I I [1[lOQ/[1nQOflIQ
o 5 10 15 20 

*********************************************************************************************** 
PARAMETERS OF POPULATION 

MEAN 2.15 
MEDIAN 0.99 
RANGE 16.00 
VARIANCE 1.78 
STAND DEV 1.33 

*********************************************************************************************** 
ENTER THE SAMPLE SIZE AND THE NUMBER OF REPLICATIONS DESIRED E.G. 20 30. 
SAMPLE SIZE MUST BE LESS THAN 100 AND NO. OF REPLICATIONS MUST BE NO GREATER THAN 50. 
0: 

30 30 
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ENTER THE VARIABLE NAME OF ONE STATISTIC OF YOUR INTEREST. 
THE VARIABLE NAMES ARE AS FOLLOWS: 

STATISTICS VARIABLE
 

MEAN 5MS
 
MEDIAN SMDS 
RANGE SRS 
VARIANCE SVS 
STAND DEV SSDS 

(1: 
SMS 

*********************************************************************************************** 
PARAMETERS OF SAMPLING DISTRIBUTION 

MEAN 2.06 
MEDIAN 2.00 
RANGE 1.83 
VARIANCE 0.20 
STAND DEV 0.44 

*********************************************************************************************** 
SAMPLING DISTRIBUTION OF THE STATISTIC IS PRESENTED IN THE FORM 
OF PROBABILITY DISTRIBUTION AND GFiAPH BEWW: 
BUT, FIRST, ENTER THE LOWER CLASS LIMIT VALUE OF THE FIRST CLASS, CLASS WIDTH, AND NO. OF 
CLASSES YOU NEED FOR THE SAMPLING DISTRIBUTION, E.G., 0 5 10: 
(MAXIMUM VALUE OF THE STATISTIC IS: 2.766666667 THE MINIMUM IS:' 0.9333333333):
n· 

.5 .5 6 
*********************************************************************************************** 

SAMPLING DISTRIBUTION 
LOWER UPPER CLASS PROB 

CL LMT CL LMT MID PT 

0.50 1.00 0.75 0.03 
1.00 1.50 1.25 0.03 
1.S0 2.00 1.75 0.43 
2.00 2.50 2.25 0.30 
2.50 3.00 2.75 0.20 
3.00 3.50 3.25 0.00 

TOTAL 1.00 
*********************************************************************************************** 

o.so 
R 
[1 
n n 

0.25 - RB r 
[1 0 r 
[1 0 0
 

Q I 0 000
 
0.00 0 I 

o 1 2 3 4 
*********************************************************************************************** 
WOULD YOU LIKE TO DEVELOP THE SAMPLING DISTRIBUTION FOR A NEW STATISTIC? N 
WOULD YOU LIKE TO RESPECIFY SAMPLE SIZE AND/OR NO. OF REPLICATIONS? N 

DO YOU LIKE TO CONTINUE EXERCISE WITH A NEW POPULATION? N 
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PROGRAM DESCRfPTION 

V POPDIST;X;CW;F;FORM;K;LC;LCM;PARAMPM;PMD;PR;PV;PSD;RCF;RF;UC 
[ 1 ] ATHIS FUNCTION REQUIRES THE FOLLOWING PUBLIC FUNCTIONS:
 
[2 j RAKI~ CENTER~ COLNAMES~ 6FMT~ PLOT, AND VS.
 
[3 ] TEST: 'ENTER THE POPULATION SIZE. THE SIZE MUST BE AT LEAST 100:' 
[4] PN"-O 
[ 5 ] +«PN<100)JPN~100)ITEST,GOOD 

[ 6 ] GOOD:ANS"-AKI 'IS YOUR DATA UNGROUPED? TYPE "Y" OR "N".' 
[ 7 J +( ( 'Y 'EANS) , ('N 'EANS» / L1, L2 
[ 8 ] L1:'ENTER UNGROUPED DATA. TYPE ",0 " IF MORE SPACE IS NEEDED FOR ENTERING DA 
[.9] X"-O , ,[10]
 
[11J 'MAXIMUM VALUE IS: ';fIX;' MINIMUM VALUE IS: ';L/X
 
[12 ] 'IN ORDER TO SHAPE A FREQUENCY DISTRIBUTION FOR THE UNGROUPED DATA'
 
[13J 'YOU ENTERED, YOU ARE ASKED TO SPECIFY THE LOWER CLASS LIMIT VALUE'
 
[14J 'OF THE FIRST CLASS, WIDTH OF CLASS, AND NUMBER OF CLASSES, E.G.:'
 
[1 5 J , 5 20 10. ENTER THESE THREE VALUES:'
 
[16J P..-D
 

•[17] F+- + / ( 1 P [ 3 ] ) 0 =r (X - P [1 ] ) f P [2] 0 + L 3
 
[18J L2:'ENTER THE GROUPED DATA AS FOLLOWS: IF THE DATA CONTAINS ABSOLUTE'
 
[19J 'FREQUENCIES, ENTER THE FREQUENCIES. IF THE DATA CONTAINS RELATIVE'
 
[20J 'FREQUENCIES OR PROBABILITIES, CONVERT THEM INTO ABSOLUTE FREQUENCIES'
 
[21J 'AND ENTER THE ABSOLUTE FREQUENCIES:'
 
[22J P..-D
 
[23 J 'ENTER THE LOWER CLASS LIMIT OF THE FIRST CLASS,CLASS INTERVAL, AND'
 
[24 ] 'NUMBER OF CLASSES IN YOUR FREQUENCY DISTRIBUTION TABLE, I.E.,'
 
[25J 5 20 10.'
 
[26J P..-D
 
[27J L3 : Y"-( P [1 ] + 0 • 5 x P [ 2 ] ) + CW+ ( ( ( 1 P [ 3 ] ) - 1 ) x P [2 ] )
 
[28] UC"- P [2 ] + LC"- P [1 ] + CW 
[29J RP"-l 00 xPfPN 
[30 ] RCF"-100x«CF"-+/«lpF)o.~lPF)x(2ppF)pF)fPN) 

[ 31 ] PR"- rI UC- L / LC 
[ 32 ] PSD"-{PV"-(+/{Y-PM"-(+IYxF)fPN)*2)fPN)*O.5 
[33J LCM"-LC[K"-lt(50~RCF)/(lP[3J)1 

[34 ] +«K=1),K>1)/MD1,MD2 
[35J MD1:PMD"-LCM+P[2]x50fRF[K] 
[36J +FORMAT 
[37] MD2:PMD"-LCM+P[2]x(50-RCF[K-l])fRF[K] 
[38J FORMAT:FORM"-'3F14.2,Il0,F14.2,I10,F14.2' 
[39] STAR..-95p'*' 
[40 ] STAR , ,[41 ] 
[42] FORM CENTER 'POPULATION DISTRIBUTION TABLE'
 
[43J FORM COLNAMES '/ LOWER/ UPPER/ CLASS/ FREQ/ BELl CUMULIREL CUM/'
 
[44J FORM COLNAMES 'ICL LMT/CL LMT/MID PTj / FREQI FREQ/ FREQI' 0 ' ,
 
[ 45 ] FORM 8FMT(LC;UC;Y;F;RF;CF;RCF) 0 ' ,
 
[46 J , X3 7 • ~T0 TAL e, I 10 , F 14 • 2' l:::. FMT ( + / F; + / RF; )
, , 
[47J 
[48] STAR 
[49] H8+1 
[ 50 ] PC+'D'
 
[ 51 J 20 40 PLOT BF VS Y
 
[52 ] STAR 
[53 ] PNAME~'MEAN MEDIAN RANGE VARIANCE STAND DEV' 
[ 54) PARAM"-PM ,PMD ,PR ~PV ,PSD 
[55] FORM CENTER 'PARAMETERS OF POPULATION' 
[ 56 ] 'X20.9A1,F14.2' t:::.FMT(5 9 pPNAME;PARAM) 
[ 57 ]	 STAR 

V 
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v 

VS.4MPDIST[O J'V 
V SAMPDIST;FORM1;PROB;R;SCW;SLC;SDM;SDMD;SDR;SDV;SDSD;SDY;SUC;XX 

[lJ ATHIS FUNCTION REQUIRES THE FOLLOWING PUBLIC FUNCTIONS: 
[2J AAYN, CENTER, COLNMAES, AND ~FMT 

[3J LOOP: 'ENTER THE VARIABLE NAME OF ONE STATISTIC OF YOUR INTEREST.' 
[4J 'THE VARIABLE NAMES ARE AS FOLLOWS:' 
[ 5 ] ' X20 , 9 Ai, Xl 2 , 9 Ai' COL N.4 MES '/ STAT I STIC S / V.4RI.4BLEI' 0 ' , 
[6]	 'X20,9Al.X12,9Al' ~FMT«5 9 pPNAME);(5 9 p'SMS SMDS SRS SVS 

SSDS ' » 
[7] XX+-D
 
[8J SDSD+-(SDV+-(+/(XX-SDM+-(+/XX)fS[2])*2)fS[2])*O.5
 
[9J SDMD+-O.5x+/XX[(~XX)[tr -0.50.5 xl+pXX]]
 
[10J SDR+-r/XX-L/XX
 
[11J STATS+-SDM,SDMD,SDR,SDV,SDSD
 
[ 12 ] STAR
 
[13J 'Xl0,9Al,F20.2' CENTER 'PARAMETERS OF SAMPLING DISTRIBUTION'
 
[14J 'Xl0,9Al,F20.2' ~FMT«5 9 pPNAME);ST.4TS)
 
[15] STAR
 
[16J 'SAMPLING DISTRIBUTION OF THE STATISTIC IS PRESENTED IN THE FORM'
 
[17J 'OF PROBABILITY DISTRIBUTION AND GRAPH BELOW:'
 
[18J 'BUT, FIRST, ENTER THE LOWER CLASS LIMIT VALUE OF THE FIRST CLASS, CLASS
 

WIDTH, AND NO. OF' 
[19J 'CLASSES YOU NEED FOR THE SAMPLING DISTRIBUTION, E.G., 0 5 10:' 
[20J '(MAXIMUM VALUE OF THE ST.4TLSTIC IS: ';r/xx;' THE MINIMUM IS: ';L/XX;' 

) : ' 
[ 21 ] R+-D 
[22 ] SD Y+- (R [1 ]+ 0 • 5 x R [2 ] ) + SCW+- ( ( ( ,R [ 3 ] ) -1 ) x R[2 J )
 
[ 2 3 J suC+- R [ 2 ] + SL C+- R[1 J+ SCW
 
[24J PROB+-(+j(lR[3])o.=r(XX-R[1])fR[2])fS[2]
 
[25 J STAR
 
[26J FORM1+'Xl0,4F14.2'
 
[27J FORMl CENTER 'SAMPLING DISTRIBUTION'
 
[28J FORM1 COLNAMES '/ LOWER/ UPPERI CLASS/ PROB/'
 
[29J FORM1 COLNAMES '/CL LMTICL LMT/MID PTj I' 0 ' ,
 
[30J FORM1 6FMT(SLC;SUC;SDY;PROB) 0 ' ,
 
[ 3 1 J ' X4 7 , l!lT0 TAL I!J , F 14 • 2' ~ FMT ( + I PRO B )
 
[32 J STAR
 
[33] H8+1
 
[34] K+-'O'
 
[35J 20 40 PLOT PROB VS SDY
 
[36 J STAR
 
[37J +LOOpx\ANS+-AYN 'WOULD YOU LIKE TO DEVELOP THE SAMPLING DISTRIBUTION FOR A
 

NEW STATISTIC?' 
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v SIMUSAMPLE;ANS;CF;I;J;P;PN;PNAME;S;SAMPLE;SM;SMD;SR;SV;SSD;SMS;SMDS;SR5; 
SVS;SSDS;STAR;SY;Y 

[lJ ATHIS FUNCTION REQUIRES THE FUNCTIONS AKI~ AYN. POPDIST~ AND SAMPDIST. 
[2J 'A POPULATION DATA TO BE ENTERED AS INPUT MAY BE IN THE FORM 

OF A VECTOR OF INDIVIDUAL VALUES (UNGROUPED DATA) OR IN THE FORM 
OF FREQUENCY (OR PROBABILITY) DISTRUCTIONS. PLEASE FOLLOW THE INPUT 
INSTRUCTIONS BELOW CAREFULLY' 

[ 3 J	 +SAMxtANS+-AYN 'HAVE YOU ALREADY ENTERED THE POPULATION DATA? TYPE YES OR 
NO. ' 

[4 j POP: POPDIST 
[5J SAM: 'ENTER THE SAMPLE SIZE AND THE NUMBER OF REPLICATIONS DESIRED. E.G •• 2 

o 30.' 
[ 6 ]	 'SAMPLE SIZE MUST BE LESS THAN 100 AND NO. OF REPLICATIONS MUST BE NO GRE 

.4TER THAN 50.' 
[ 7 ]	 S+D 
[ 8 J +DATAxl «S[l ]<100 )AS[2 J~50) 

[ 9 J , TRY .4GAIN.' 
[10J +SAM 
[11J DATA: 1+0 
[12J 8M S+SMDS+ SRS+SV S+-S5D S+1 0 
[13J REPL:I+I+l 
[14 ]	 S.4MPLE+-10 
[ 15 ]	 J+O 
[ 16 ] S.4MP: J+J+1 
[17J RN+?SpPN 
[18 ] SY+Y[G+lt(RN[J;I]~CF)/(lP[3J)]
 

[19J SAMPLE+-SAMPLE ~SY
 

[2 a ] + ( J < S [1 ] ) / SAMP
 
[21 J SSD+(SV+( +/(SAMPLE-SM+( +/SAMPLE)fS[l ] )*2 ).;.5[1 J-1)*
 

O. 5 
[22] SMD+-0.5x+/SAMPLE[(~SAMPLE)[tr -0.50.5 x1+pSAMPLE]] 
[23J SR+r / SAMPLE-L /SAMPLE 
[24 ] SM S+- 8M S ~ SM 
[25J SMDS+SMDS ~SMD 

[26]	 BR S+- 8RS ~ BR 
[27] SVS+SV S ~ BV 
[28J SSDS+SSDS .SSD 
[29]	 +(I<S[2J)/REPL 
[ 30 ] SAMPDIST 
[31J +SAMxlANS+AYN 'WOULD YOU LIKE TO RESPECIFY SAMPLE SIZE AND/OR NO. OF REPL 

ICATIONS?' 0 2 1 p' , 
[32J ANS+-AKI 'WOULD YOU LIKE TO CONTINUE EXERCISE WITH A NEW POPULATION?' 
[ 3 3 J ..( ( 'Y' E ANS) ~ 'N ' E ANS) / POP • a 

v 
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3.6 

SETTING THE SIZE OF THE SALES FORCE 

Jack R. Dauner 
Associate Professor of Marketing 

College of Business Administration 
The University of Akron 

Akron, Ohio 

DESCRIPTION 

This program facilitates the analysis and determination of 

the number of salesmen to employ in each sales district and hence 

in a company's entire sales force. The original mathematical 

model was developed by Professor Zarrel V. Lambert and published 

in the book Setting the Size for the Sales Force by the Center 

for Research of the College of Business Administration, The 

Pennsylvania State University (1968). The model is based on a 

case study which uses a company that manufactures and markets 

medical and industrial X-Ray equipment, accessories, and supplies. 

The program SALESFORCE can be used to determine the number 

of salesmen and the estimated change in the company's gross 

profits where 

ECP = Estimated change in the company1s gross profits less 

the change in personal selling costs including 

commissions. 

R = Salesmen's commission rate based on gross profits. 

MUI = Gross markup percentage on product cost in district. 

PMI = Product mix ratio in district. 

PI = Selling price index in district. 

SI = Number of Salesmen employed by the company in district. 

c = Average out-of-pocket costs per salesmen. 
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N = Number of salesmen by which the sales force in the 
district is to be increased or decreased. 

NLOW = Minimum number of salesmen in district. 

NMAX = Maximum number of salesmen in the district. 

To begin the use of the program, type SALESFORCE and then 

enter the inputs as requested. The number of values entered 

(e.g., the number of sales districts) must be the same for each 
of the questions or an error condition will result. In the sample 

shown in the following section, there were seven districts in the 
company, so seven values had to be entered for each question. In 

the last question, the number of salesmen to be evaluated is entered. 
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PROGRAr~ USAGE 

SALESFORCE 
ENTER SALESMAN COMMISSION RATE BASED ON GROSS PROFITS 
0: 

.05 .05 .05 .05 .05 .05 .05 
ENTER GROSS MARKUP PERCENTAGE ON PRODUCT COST IN DISTRICT 
0: 

9 13 12 10 9 4 12 
ENTER PRODUCT MIX RATIO IN DISTRICT 
0: 

51.29 13.40 42.03 25.72 19.91 33.48 38.79 
ENTER SELLING PRICE INDEX IN DISTRICT 
0: 

109 113 112 110 109 104 112 
ENTER NUMBER OF SALESMEN EMPLOYED IN DISTRICT 
0: 

6 2 594 4 1 
ENTER AVERAGE OUT-OF-POCKET COSTS PER SALESMAN 
0: 

8269 8269 8269 8269 8269 8269 8269 
ENTER RANGE OF SALESMEN TO TEST (ENTER MINIMUM AND MAXIMUM) 
0: 

1 10 

N ESTIMATED NET CHANGE IN PROFITS 
126779946.13 1581457.77 20216653.97 23562427.73 4940102.33 4564756.18 2190749.47 
2 29731047.23 1975811.33 22809048.04 25384674.28 5692961.91 5259882.28 3006285.05 
3 32603351.61 2348825.87 25322386.26 27171391.88 6418860.62 5930092.57 3763592.10 
4 35407418.77 2705654.73 27768583.72 28926155.15 7122441.86 6579678.21 4480323.57 
5 38151481.51 3049551.02 30156637.90 30651932.71 7807069.24 7211747.70 5166278.42 
640842123.54 3382742.0732493563.78 32351225.83 8475282.77 7828648.36 5827642.33 
743484719.58 3706841.3434784971.1734026168.14 9129062.77 8432210.32 6468650.50 
846083733.21 4023067.22 37035439.74 35678599.28 9769992.88 9023897.08 7092370.91 
9 48642925.28 4332369.63 39248772.81 37310120.24 10399365.96 9604903.44 7701120.26 

10 51165503.90 4635508.22 41428174.89 38922135.84 11018255.68 10176221.62 8296704.83 
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PROGRAM DESCRIPTION
 

v SALESFORCE;C;ECP;ECP1;ECP2;ECP3;ECP4;ECP5;MUI;N;NLOW;NMAX;PI;PMI;R;SI 
[1 ] ATHIS PROGRAM REQUIRES THE PUBLIC FUNCTION AFMT 
[2 ] 'ENTER SALESMAN COMMISSION RATE BASED ON GROSS PROFITS' 0 R+D 
[3J 'ENTER GROSS MARKUP PERCENTAGE ON PRODUCT COST IN DISTRICT' 0 MUI+D 
[4 J 'ENTER PRODUCT MIX RATIO IN DISTRICT' C PMI+-D 
[ 5 ] 'ENTER SELLING PRICE INDEX IN DISTRICT' 0 PI+O 
[6J 'ENTER NUMBER OF SALESMEN EMPLOYED IN DISTRICT' 0 SI+D 
[7 ] 'ENTER AVERAGE OUT-OF-POCKET COSTS PER SALESMAN' 0 C+-O 
[ 8 ] 'ENTER RANGE OF SALESMEN TO TEST (ENTER MINIMUM AND MAXIMUM)' C- IN+-D 
[9 ] NMAX+IN[2 ] 
[10] N+ IN [1 ] 
[ 11 J EC P+ \ 0 
[ 12 ] A:ECP1+409220750 
[13J ECP2+PMI*1.169518 
[14J ECP3+PI*-2.645349 
[15J ECP4+(SI+N)*O.7847286 
[16j ECP5+SI*O.7847286 
[ 17] ECP6+«1-R)xMUlxECPl xECP2 xECP3 xECP4 xECPS)-(CxN) 
[ 1 8'" ] ECP+-ECP.N ,ECP6 
[19 ] N+N+1 
[2 a ] .. ( N< ( NMAX+ 1 ) ) / A 
[21 ] N ESTIMATED NET CHANGE IN PROFITS'
 
[22J ecP+ (NM AX • ( 1 +pR) ) pEC P
 
[23 j ('I3' AFMT ECP[;l J), 'F12. 2' AFMT ECP[ ;1+1-1tpECP]
 

V 
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3.7 

SIMULATION OF A THREE STAGE ORDER/SHIPMENT SYSTEM 

John L. Harpell
 
Assistant Professor of Management
 

West Virginia University
 
Morgantown, West Virginia
 

DESCRIPTION 

The accompanying function INVNTRY is a simple simulation 

exercise based upon the type of format used by Jay Forrester in 
~;s book Industrial Dynamics. The pincipal use of this program 
(or function) is to show the concept of simulation and the effects 
of manipulating decision rules to undergraduate business students. 

However, it is likely to be of interest to anyone desiring an 
understanding of simulation. While the program was developed 

during an introductory course in APL at UCLA, a strong attempt 
was made to keep the program independent of the UCLA system. Only 

the plotting ability is not self-contained and it can be ignored. 
The system which is to be simulated is shown in Figure 1, 

where lags 1-3 represent delays from order placement to order 
shipment and lags 4-6 represent delays from order shipment to 

order receipt. 

Internal to the program are the following variables and 
relationships: 

VARS MEANING COMPUTATION 
N Number (period) Time period counter 

81 Beginning Inventory ; Ending inventory of preceding 
period 

DMND Demand Input data 

SALES Amount Sold Smaller of 81 or DMND 
SAL Balance in Stock BI-SALES (or SHIP) 

SHIP Amount Shipped Smaller of 81 or Order Placed 
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YAR MEANING COMPUTATION 
ORO Order Placed *200-BAL 

REC Amount Received SHIP of LAG4,5,or 6 periods 
prior 

EI Ending Inventory BAL+REC 

*A somewhat arbitrary rule. 

It is suggested that the first time the program is run, the 

user should ask for an explanation each time it is offered. This is 
done by typing a "211 when asked. 

r-"-'"-"- -'--1 
CUSTOMERS I 

{ 

} ~ 

SALES '~ DEMAND 

~'< I 
I RETAILERS 

> > 
SHIPMENTS 

(LAG4) 
I 

'1' 

t ~ WHOLESALERS 
" I 

-~_.J 

ORDERS 
(LAGl) 

~ 
,­

J > 

SHIPMENTS 
(LAG5) 

\­, 
~ 

ORDERS 
(LAG2) 

SHIPMENTS 
(LAG6 ) 

< 
) 

i 
I 
l'

LJ
I 
i 
i « 

FACTORY 
WAREHOUSE 

FACTORY 

< 
)a 

W
l 
I 
1 

W 
i 
I 

t 
ORDERS 

(LAG3) 

Figure 1 
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PROGRAM USAGE
 

INVNTRY 
FOR PROGRAM DESCRIPTION 9 SEE DESCRIBE FUNCTION 

SET LAGS? (ENTER 0 FOR NO, j FOR YES. AND') FOR eXPLANATION. 
0: 

? 
ENTERING A 1 ALLOWS YOU TO CHANGE THE SIX DELAYS FOR THE ORDER 
TO BE SHIPPED FROM A)PETAIL TO WHOLESALE, B)WHOLESALE TO FACTORY, AND 
C)FACTORY WAREHOUSE AND WHOLESALE AND F)FACTORY AND FACTORY WAREHOUSE. 
ENTER 1 FOR YES AND SIX RESPECTIVE NUMBERS (ENTER SPACES ONLY BETWEEN 
THEM). IF YOU ENTER? FOR NO, THE DEFAULT IS ? ? 4 0 0 0 
SET LAGS? (ENTER 0 FOR NO, j FOR YES, AND 2 FOR EXPLANATION. 
0: 

1 
ENTER 6 LAGS 
0: 

1 1 4 1 1 0 
ENTER NUMBER OF PERIODS FOR PROGRAM TO RUN.(SUGGEST 10 MAX FOR FIRST TRIAL.) 
0: 

1 0 
SELECT ONE OF THE FOLLOWING OPTIONS AND ENTER THE CORRESPONDING NUMBER: 

I WILL ENTER MY OWN SALES DATA. 

? USE AN EQUALLY LIKELY RANDOM NUMBER GENERATOR TO 
CREATE SALES DATA. 

3 USE CONSTANT INCREASE/DECREASE RANDOM NUMBER GENERATOR 
TO CREATE SALES DATA. 

4 WHAT ARE YOU TALKING ABOUT? (EXPLANATION) 

0: 
4 
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PROGRAM DESCRIPTION 
v INVNTFY;LAG1;LAG2;LAG3;LAG4;LAG5;LAG6;REAL;RBI;RDMND;REI;RORD;RREC;LAG; 

RSALES;SLSV;TDMND;TFACSHIP;TFEAL;TFBI;TFEI;TFREC 
[ 1 ] , FOR PROGRAM DESCRIPTION, SEE DESCRIBE FUNCTION' 
[2 ] A THIS IS THE MAIN PROGRAM.
 
[3 J A THE FOLLOWING VARIABLES ~AY p~ ASSOCIATPn WITH THE NUMBERS USED IN THE
 
[4 J A ~·1 ATRI X( ~ ) COLUJ~ tV SAN [i ri I TH THE PLOTFOR At ATe ALLS :
 
[5 J A RBI+-! C RDMND+-2 (:. RSALES+-3 0 RBAL+-4 <; POPD+-5 (; RREC+6 C REI+?
 
[6 J A WBI+8 C WSHIP+9 C WEAL+10 C WORD+-11 ( WPEC+12 ~ WEI+13
 
[7 ] A FRI+14 C FSHIP+15 C FBAL+16 C FORD+1? C FREC+18 ~ FEI+19 
[ 8 ] A NN+-21 ~ FACSHIP+20 
[9 J A I~ITIALIZE LAGS(DELAYS) IN ORDEPS AND SHIP~ENTS---GO TO GETLAG FUNCTION. 
E1 0 ] XLAG+GF:TLAG 
[11 ] LAGl+XLAC[l] C LAG2+XLAC[2] C LAG3+XLAC[3] 
[12 ] LAG4+XLAG[4] 0 LAC5+XLAG[S) 0 LAC6+XLAG[6] 
[13 J A FIND ,MAXI},1Uftl LAG. 
[14 ] LAG+-f/XDAG 
[15 J AINITIALIZf MATRIX WITH STEADY STATE CONDITIONS. 
[16 J VINV+(LAG,1)p200 
[1 7 J V05+(LAG,5)pl00 
[1 8 J V04+-(LAG,4)pl00 
[19 ] VINV2+(LAG,2)p200 
[20 J SSN+-l x ( LAG, l ) p t LAG 
[ 21 ] ~+VINV,V05~VINV2,V04,VINV2,V04,VINV2,SSN 

[ 22 ] "1+0 
[23] A MAI N PF (J GR Av 
[24 ] 'ENTEF NU~BER OF PEPIODS FOR PROGRAM TO RUN. (SUGGEST 10 MAX FOR FIRST TFI 

AL. ) , 
[25] [OOPS: K+/\JOPES+C 
[26] A COT 0 S I ~ I SAL P FU ,N CT10III ANn PETUF N WIT H S L SV ( SAL ES VF: CTOR) • 
[271 SLSV.SIMSALE NOPES 
[28 ] Z :T[!~lND+ltSLSV 

[29] SLSV+li-SLSV
 
[30 J A CO~PUTE NEW PERIon VALUES.
 
[31 ] NDPPS+N()PPS-l 
[321 TRORD+Or200-TPPAL+TPPI-SALPS+TDMNDLTFPI+M[1;7) 
[ 33 J TWSHIP+«([AC1=O)xTF(JRD)+«LAal~O)x~[LAG1;51»LTWBI+M[1;13] 

[34 J TPFI~TRFAL+TRPFC+-«LAG4=O)xTWSHIP)+«LAG4~O)xM[(lrLAG4);91) 

[35] TWORD+Or20Q-TWPAL+TWBI-TWSHIP 
[36] TF SHIP+- ( ( ( LAG 2 =0 ) x TW()F D ) + ( ( t,AG 2 ~ 0 ) X ," A [ LAG 2 ; 11 J ) ) LTFBI +-!~~ [ 1 ; 1 9 J 
[ 37 ] TWEI+TWEAL+TWREC+«LAG5=O)xTFSHIP)+«LAG5~O)x!![(lrLAG5);15]) 

[ 3 8 1 TFORD+or200-TFBAL+TFBI-TFSHIP 
[39 J TFACSHIP"'«LAG3=O)xTFOPD)+«LAG3~O)XM[LAG3;17J) 
[4 a J TFEI~TFBA0+TFHEC+«LAC6=O)xTFACSHIP)+«LAG6~O)xM[(lrLAG6);20) 

[41 ] N+-N+l
 
[42 J A PUT PEF.'IOD VALues IN A VECTOR AND ADD THAT VECTOR TO THE MATRIX.
 
[43 J AVROW1+(TRRI,TDMND,SA~ES,TPBAL,TPOPD,TRREC,TREI,TWRI,TWSHIP,TWBAL,TWORD.
 

TWFEC. TriEI) 
[44 ] AVROW2+(TFBI.TFSHIP.TFFAL,TFORD,TFREC,TFEI,TFACSHIP,N) 
[45 J VROW+(AVPOW1,AVROW2) 
[46 J Y+VROW,[l ]v 
[47 J ~(NOPES>O)/Z 

[48 ] A PRINT TABTf HPADING. 
[49 J I RETAILPRS WHOLESALERS 

FACTORY WAPFHOUSP FACTORY.' 
[50 J 

, , 
[ 51 J 1 2 3 4 5 6 7 8 9 10 11 12 13 

14 15 16 1 7 18 19 20' 

[52] N I FI r~ND SAIPS PAL opn HEe £1 PI SHIP PAL GPD REC EI 
PI SHIP PAL ORD RPC EI ISHIP N' 

[ 53 J A CATF~ATF POTH ENn COLUPNS--FLIP ~ATRIX OVER--PRINT RPSULTS. 
[54] K+IK 
[55 J 1v1PRINT+eM[K; J 

[56 ] ~1PRINT[; 21 1,MPPTNT 
[ 57 J SIt"PLOT 

'J 
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[ 1 ] 
[ 2 ] 
[ 3 J 
[4 ] 
[5 ] 
[6 J 
[7 ] 

[ 8 J 
[9 J 
[10 ] 
[11 ] 
[12 ] 

VGF'TLAC[O]V 
V XLAG+CFTLAG 
LLLL:LA~1+2 ~ ~AG2+2 C lAG3+4
 

LAG4+LAGS+LAr;6+-0
 
XLAG+LAG1.LAC2,LAC3.fAG4,lAG5,LAG6
 

S L; '5 ET LAG 5 ? (P IIT FP 0 FOR NO. 1 PORYES, 
JJJJ+[j
 
~(OAJJJJE a 1 2)/5L
 
-+(JJJJ=2)/EXPAIN
 
-+(JJJJ=O)/O
 
'ENTER 6 LAGS'
 

G:1;,'T : XDAG+C 
-+(XLAGEt10)/O
 
'GIVF 6 NUMBEPS. ~ACH BETWPF~ 0 AND 12.'
 

AND 2 F0 F,' To: Y P t, ANAT ION • • 

[ 13 J -+GFT 
[14 ] E 
[ 15 ] F: XPAIN: ' F: NT E RI NG A 1 ALL (HI S Y() U T () CIIANcE; THE 5 I X nF;LAY 5 FOR THE 0 P DER ' 
[ 16 ] 'TO BE SHIPPED FROY A)PETAIl TO WHOLFSALE, T)WHOLESALR TO FACTORY, AND' 
[ 1 7 ] 'C) FACTORY WAREHOUSE AND WHOLFSALP AND F)FACTORY AND FACTORY WAREHOUSE.' 
[18 ] 'ENTER 1 FOR YES AND SIX RESPPCTIVF NU~RFRS (RNTER SPACES ONLY RETWREN' 
[19 ] 'THPM). IF YOU ENTPP 2 FOP NG. THE PPFAULT IS 2 2 4 0 0 0' 
[20 ] -+SL 

'V 

V SLSV+SIMSALF ~OPES;SLS 

[1 J 
[2 J 

[ 3 ] 
[4 J 
[ 5 J 
[6 1 
[ 7 ] 

[8 J 
[9 ] 
[ 10 ] 
[ 11 J 
[12 ] 
[ 13 ] 
[ 14 ] 
[ 1 S ] 

r j 6 J 
r j ~ ] 

r j 8 ] 
r:l 9 ] 
r20] 
f 2:l ] 
f?2] 
r?3] 
r24] 
r2S] 
r26] 
r2~J 

r28] 
r29] 
r30] 
r 3:1 ] 
r32] 
r33] 
r34 ] 
r35] 

A THIS FUNCTION r:ETERMINES AND FEEDS SALES DATA TO «st» FUNCTION(INVNTRY). 
BLOB: 'SELECT ONE OF THE FOLLOWING OPTIONS AND FNTER THF CORRESPONDING MUM? 

ER: ' 

1	 I WILL F: NTER J~ Y ()fl N SADPS DAT A• ' , , 
2 USE AN EGU ALLY £1 KELY RAN DO~I NUMBER GENERATOR TO' 

CREATE SALES DATA.' , , 
3	 USE CONSTANT INCPfASE/DECREASE FANDO~ NUMBER GENERATOF' 

TO CREATE SALES DATA.' , , 
4	 WHAT ARE YOU TALKING ABOUT? (EXPLANATION)', , 

TYPESLS+-D 
-+( (TYPESLSE 1 2 3 4)1'(ppTYPESLS=Pl 0): lBLOE 

~(TYPESLS=4)/XXPLAINN
 

~(TYPRSLS=3)/IDCRSE
 

~(TYPFSLS=2)/PLPAND 

ROOBOO:'ENTFR SALES DATA ror ';NOPF8;' PEFTODS. (P.G. 
SLSV+O 

A CHFCK NANUALLY INPUT DATA. 
+((NOPRS<pSLSV),(NOPPS=pSLSV),(NOPfS>pSLSV»)/L1.L?L3 

110 1JO 90 90 )' 

L:l	 : 'T 0 0 ~U CH DAT A. TRY AGAJ N • • • • • • • • • • • ' 
+B00800 

L3:'TOO LITTLE DATA. GIVE IT ANDTHRP TRY**********' 
-+BOOBOO 
L2:~O 

gLRA~D:SLSV+89+?NOPFSp2j 

-+0 
IDCRSE:SLSV+-100+(?NOPPSp]])-?NOPESp]] 

+0 
XXPLAJNlV:' r:VPRYTHING TN THIS PPOGPAY IS I"}PLJCTT 

f CUSTOM ,71: PDF MANn . J NTH P P A.) T T li I S DF: ~! AND HA.) .P F: F N 
'RESULTING IN Al'I PQUILIRRIU"·1 CONnITIO"l (OFTEN CAT,LPTJ 
, CONDI T I 0 .V) • T () T HF EXT E ~J T T HAm V /17' r:HA ~1 GF' T HF rF "1/r 

FXCFPT FOP THP' 
j COPF R FER J nTJ. ' 

THE STEAny STATr;:' 
~ D FRO~I 1 0 0, YOU WI t L ' 
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f36] 'UPSET THIS EQUILIBRIUM. YOU HAVE SEVERAL OPTIONS FOR DETEP~INING THe' 
f3'7] 'CUSTO~.1EF DF:~1AND, NA~·r"RrY:' , ,r38]
 
r39] ]. IF YOU RNTFP A :1, THF PFOGRAM WlrL RPQUIRE YOU TO FFED IN'
 
f40J THF TiF;MAlllTJ FJGUPF:S FOR EACH OF THF PERIODS. YOU MUST PNTPR'
 
r4:J ] A FOW OF FI~URES (SFPARATPD BY SPArpS) PQUAL IN NUMBER TO'
 
f42] THE NUMRPP OF PFPJODS YOU HAVF ALREADY E~TERRD.'
 

r43] 2. IF YOU ENTEP A 2, THE CovPUTER WILL GENERATE A PANDOM NU~BER'
 

f44] FROM A CONSTANT (OR EQUALLY [IKFLY) PROBABILITY DISTRIBUTION FO
 
p' 

SALES BETWEEN 90 AND 110. TO CHANGE 90 AND 110 FIND THE PROGRA 
M' 

r46] lINE "PLPAND" IN THE FUNCTION SIMSALE AND CHANGE THE 89 TO' 
r4-'] "(MJ"'J-:J)" AND THE 21 TO "(PANGE+1)".' 
f48] 3. IF YOU ENT~P A 3 t THE COMPUTER WILL GPNFFATE A PANDOM NUMBER' 
f49] FPOM A CONSTANTLY INCR~ASING (FRO~~ 90 TO 100) AND CONSTANTLY' 
rSO] DECRgASING (FROM 100 TO 110) PROBABILITY DISTRIBUTION. TO' 
r 5:1 ] CHANGE TO 90. 100. AND 110. FIND THE LINE' 'JDCFSE" IN SIMSALE 

fS2] AND THEN CHANGE THE 100 TO "MID-PANGE" AND THE 11 TO'
 
fS3] "PA~lGE/? +1".'
 
rS4] 4. NOW YOU K~OW .. . ***'
 , , 
fS5] 
r 56] -+BLOR 

'V 

r.J SIMPL()T 
f1] AA:'DO ynu WANT TO PLOT ANY PRSULTS? ENTER 0 FOP NO; j FOR YES; ? FOR EXPL 

ANATION. ' 
r?] Z Z+[I 
r3] -+(1~ZZE 0 1 7)/AA 
f4] A FXPLA~ATION 

rs] ~(ZZ=?)/RXPLN 

r6] A NO 
r~J ... (zz=O)/o 
fa] p,YES 
f9] p,UCLA 
r10] NN+(:1+(NOPEss60»xpNOPFS 
f j :1 J YE: S: ' HOW MANY VARJAB L F: S DO YOU WANT TO PLOT? ( AfAX J v U~ OF 3 )' 
r12J NUMB+D 
f13] +(PIOxppVUMB)/YES 
f14J +(1~NU~B€13)/YES 

f15] 'THE PFPIon NU~~BERS WILL BE ON THP HORIZONTAL AXIS UNLESS YOU CHOSE ONLY 
GNP VAl?JABLF:.' 

r 1 6 J " 
r 1 "7 ] " 

f18J USE TH~ COLUMN NU~PRRS IN THE PPFCFDING TABLE TO ENTER TH~' 
r19] 'VARIAPLPS FOR THE HORIZONTAL AXIS (VFRTICA[ AXIS IS ONLY ONE VARIABLE).' 
f?o] '(F.G. FOR RPTAIT PI, USE 1; Fnp FACTORY WAREHOUSE, USE 19).'
r2 j ] ' , 

r ? 7] ' , 
r?3] +(NUMB=1)/ONE 
r?4] ~(NUM8=?)/TWO 



r25] THREE: 'WHAT ARE THE THR~E VARIABLES? (ENTER WITH SPACES ONLY BRTW~PN.)' 

f26] TROIS .....O 
r27] ~(3~pTRaIS)/THRFE 

f28] ~(3~+/(TROIS€120))/THR~E 

r29] G+TROISf1] 0 H.....TROISr2] OI+TPOISf3J 
f30J A UCLA-NEXT fLEE LINES. 
r3 j ] '0 REPRESENTS ';G 
f32] '* REPRESENTS ';H 
f33] '0 REPPESENTS ';1 
f34] 'READ THESE VARIABLES ON THE LEFT AXIS.' 
r35] ( 2 0 t NN) PLOT MP RI NT r ;G ] AND !1PRI NT r ; H ] AND ~tP PJ NT r ; I ] VS~:' PRI NT r ; 

L j ] 

f36] -+0 
r37] TWO: 'WHAT ARE THE TWO VARIA~LE NUYBEFS? (LIST WITH A SPAcr ONLY B~TWEEN.)' 

f 38 J DEUX.....O 
f39] ~(2~pDEUX)/TWO 

f40] +(2~+/(DFUX€\?O))/TWO 

r41 ] G+DEuxf1J C H+DEUXr2J 
f42] A UCLA-NEXT EQUH LINES 
f43] '0 REPPESENTS ';G 
r44] '* REPPESENTS ';H 
r45] 'PEAD THESE VARJABLRS ON THE LPFT AXIS.' 
r46] ( ? 0 t 711 N) P LOT MPRJ NT r ;G ] ANn ~~ P PIN T r ; H ] Vs vPFIN T r ; ? j ] 

r4'7] ~o 

r48] ONE:' ENTER VARIABLE NUMRPP TO BF PLOTTED nN HOFJZnNTAL AXIS.' 
r49] UNE+D 
fSO] ~(j~pUNE)/ONE 

r 5 :l ] ~(j~+/(UNR€120))/ONE 

fS2] AUCLA 
rS3] ONE:PFFT+1 
fS4] A UCLA 
fS5] (20,NN) PLOT MPRINTr ;UNE] AND ",1pRINTf; 21 ] 
fS6] +0 

I 5'7 ] EX PL;'1 : 'T HIS FUNCT ION ( SJ M P LOT) UTI LIZ E5 THE P [,0 T F 0 r"l AT R()UTINFl N ' 
rSS] 'LIBRARY 1 AT UCLA. TO ijSP, YOU WILL ¥EPD TO HAVE ALREADY LOAD~D THE' 
fS9] 'PLOTFORMAT FUNCTION INTO YOUR WORKSPACE. YOU ~1AY RE ABLE TO USE' 
r60] 'PLOTFORMATS FROM OTHER LIBPARIES BY CALLING PFOGRAM LINES ~ARKED BY A' 
r 61 ] "'UCLA" JUST ABOVE THEM.' 
f62] +AA 

'V 
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3.8 

MULTIVARIATE T-SQUARE TEST 

Edgar P. Hickman
 
Professor and Program Director of Management Science
 

University of South Carolina
 
Columbia, South Carolina 29208
 

DESCRIPTION 

The program MULTEST is designed to test a hypothesis concern­

ing a vector uf means using Hotelling 's T2 statistic. It is design­

ed for instructional use in an intermediate or advanced level stat ­
istical methods course covering multivariate statistic~l methods. 

The user is required to specify the hypothesis to be tested 

and to input the sample data. The program then computes and prints 
the sample variance-covariance matrix and its inverse. Finally 
the program computes and prints Hotellingls T2 statistic and the 

associated F value. 

Numerical examples of the multivariate T2 test concerning 
means may be found in the following references: 

Bolch, B. W. and Huang, C. J., Multivariate Statistical 
Methods for Business and Economics, Englewood Cliffs:
 
Prentice-Hall, Inc., 1974.
 

Cooley, W. W. and Lohnes, P. R., Multivariate Data
 
Analysis, New York: John Wiley and Sons, Inc. ,-r97l.
 

Morrison, Donald F., Multivariate Statistical Methods,
 
New York: McGraw-Hill Book Company, 1967.
 

Instructions for Use 

In order to use MULTEST the user must copy MULTEST into his 

workspace as well as the supporting functions COLNAMES, DATAMAT, 

INPUT, RWTD, and ~FMT. DATAMAT and INPUT are functions written 

especially for use with MULTEST and should always be saved in the 
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same library. 

MULTEST is a niladic function which supplies instructions 
to the user at each step. Once the functions have been copied 
into the userls workspace, the function is activated by simply 

typing MULTEST and striking the return key. 
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PROGRAM USAGE
 

MULTEST 
THIS PROGRAM TESTS THE HYPOTHESIS THAT A VECTOR OF MEANS IS EQUAL TO 
A VECTOR OF CONSTANTS. FOR EXAMPLE: 

HO: [U(1)=100, U(2)=75, U(3)=543, ••• ,U(P)=25J. 
WHAT IS THE NUMBER OF VARIABLES FOR THIS PROBLEM? 
0: 

3 
ENTER THE VALUES FOR YOUR NULL HYPOTHESIS BELOW - ONE VALUE ON EACH LINE. 
U ( 1) = 
0: 

10 
U ( 2) = 
0: 

20 
U ( 3) = 
0: 

30 
THE HYPOTHESIS YOU WISH TO TEST IS 
U(l) =10 
U(2) =20 
U(3) =30 
ENTER YOUR DATA WITH ONE OBSERVATION VECTOR ON EACH ROW. EACH ROW 
SHOULD CONTAIN 3 VARIABLES. BELOW THE LAST ROW TYPE: STOP 
0: 

1 5 16 40 
0: 

14 11 38 
0: 

18 9 38 
0: 

17 16 37 
0: 

14 12 31 
0: 

9 15 37 
0: 

1 5 16 39 
0: 

13 18 33 
0: 

16 12 35 
0: 

18 11 38 
0: 

STOP 
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YOUR DATA MATRIX CONTAINS 10 ROWS AND 3 COLUMNS. PLEASE CHECK 
TO SEE THAT IT IS CORRECT. 

1 15 16 40 
2 14 11 38 
3 18 9 38 
4 17 16 37 
5 14 12 31 
6 9 15 37 
7 15 16 39 
8 13 18 33 
9 16 12 35 

10 18 11 38 
IF DATA MATRIX IS CORRECT TYPE: GOOD 

IF DATA MATRIX IS NOT CORRECT TYPE: CHANGE 
CHANGE 
WHAT IS THE NUMBER OF THE ROW YOU WISH TO CHANGE? 
0: 

6 
ENTER THE CORRECT OBSERVATION FOR ROW 6 
0: 

10 15 38 
DO YOU WISH TO CHANGE ANOTHER ROW? 
NO 
YOUR DATA MATRIX IS 

15 16 40 
14 11 38 
18 9 38 
17 16 37 
14 12 31 
10 15 38 
15 16 39 
13 18 33 
16 12 35 
18 11 38 

ME.4N( 1) MEAN( 2) MEAN( 3) 
15.00 13.60 36.70 

THE SUMS OF SQUARES AND CROSS PRODUCTS ARE 

2304 2010 5517 
2010 1928 4990 
551 7 4990 13541 

THE SAMPLE VARIANCE COVARIANCE MARTRIX IS 

6 3.333333333 1.333333333 
-3.333333333 8.711111111 -0.1333333333 

1.333333333 -0.1333333333 8.011111111 

THE INVERSE OF THE SAMPLE VARIANCE COVARIANCE MATRIX IS 

0.2212789951 0.08413081272 -0.03542844613 
0.08413081272 0.1468119097 -0 • 011 55888295 

-0.03542844613 0.01155888295 0.1305308002 
T-SQUARE F-COMPUTED 

106.4 27.6 

84
 



PROGRAM DESCRIPTION
 

v R+MULTEST;C;COUNT;D;F;INDEX;INVERSE;KXX;S;SUMS;TSQ 
[1 ] R THIS PROGRAM REQUIRES THE USE OF FUNCTIONS: DATAMAT. COLNAMES.
 
[2 J RINPUT. RWTD. AND ~FMT.
 

[3j R THE VARIABLES N. X. MEAN. AND S5 ARE GLOBAL VARIABLES SINCE THEY ARE
 
[4 ] RREQUIRED IN BOTH DATAMAT AND MULTEST.
 
[ 5 J 'THIS PROGRAM TESTS THE HYPOTHESIS THAT A VECTOR OF MEANS IS EQUAL TO'
 
[6J 'A VECTOR OF CONSTANTS. FOR EXAMPLE:'
 
[ 7 J HO: [U(1)=100. U(2)-=75. U(3)=543. .U(P)=25].'
 
[ 8 ] 'WHAT IS THE NUMBER OF VARIABLES FOR THIS PROBLEM?'
 
[ 9 ] P+D
 
[10J 'EN'l'ER THE VALUES FOR YOUR NULL HYPOTHESIS BELOW - ONE VALUE ON EACH LIN
 

E. ' 
[ 11 ] U+\ 0 

[12J CO UN T+-1 
[13 ] R THIS LOOP REQUESTS THE USER TO INPUT THE HYPOTHETICAL VALUES FOR MU(l) T 

o MU(P). fiFMT IS REQUIRED. 
[14 ] LOOP:U+U.INPUT '[!]U«(!].I2.~)=~' I1FMT(COUNT) 0 COUNT+-COUNT+l 
[ 15 ] +LOOpx t (COUNT5:P)
 
[16J 'THE HYPOTHESIS YOU WISH TO TEST IS'
 
[17] 'U(l) =' ;l+U 0 NUMBER+2
 
[18 J LP1:'U(';NUMBER;') =' ;It(NUMBER-l)~U 0 NUMBER+-NUMBER+l
 
[19J +LPlx\ (NUMBER-5:P)
 
[20] DAT.4MAT
 
[21 J BUM8+-( + i X)
 
[22 J C+-MEAN /)0. xSUM B
 
[23 J KXX+-88-C
 
[24 J /)+KXXf(N-l )
, ,
[25 J
 
[26J 'THE SAMPLE VARIANCE COVARIANCE MARTRIX IS'
 , ,
[27J 
[28] 8 , ,[29J 
[ 30 ] 'THE INVERSE OF THE SAMPLE VARIANCE COVARIANCE MATRIX IS' , ,[ 31 ]
 
[32J D+-INV ERSE+-~S
 

[33J D+- ( MEA N8- U)
 
[ 34 ] TSQ+-NxD+.xINVERSE+.x(~D)
 

[ 35 J R THE FOLLOWING LINES FORMAT THE PRINTING OF THE VALUES FOR T-SQUARE AND F
 
[36] F+-TSQx(N-P)f(N-l)xP 
[37] FS+' 2F12. l' , ,
[38J
 
[39J FS COLNAMES '/T-SQUARE/F-COMPUTED'
, ,[40 ] 
[41 ] FS I1FM'l'(TSQ; F) 

V 
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V R+DATAMAT;FS;H;INDEX;V 
[ 1 ] 'ENTER YOUR DATA WITH ONE OBSERVATION VECTOR ON EACH ROW. EACH ROW' 
[2J 'SHOULD CONTAIN ';P;' VARIABLES. BELOW THE LAST ROW TYPE: STOP' 
[ 3 ] STOP+35.34758697821 
[4] X+(OtP)pO 
[ 5 ] REPEAT-: V+.O 
[6J ~(STOP=ltV)/NEXT 

[7 J +(P=pV)/ADD 
[8 ] 'ERROR' 
[9J +REPEAT 
[10] ADD:X+Xt(l]CltP)pV 
[11 ] +REPEAT
 
[12 J NEXT:N+lt(pX)
 
[13J 'YOUR DATA MATRIX CONTAINS ';N;' ROWS AND' ;P;' COLUMNS. PLEASE CHECK'
 
[14J 'TO SEE THAT IT IS CORRECT.'
 , ,
[15J 
[16 ] (CN,l)plN)t X 
[17J	 'IF DATA MATRIX IS CORRECT TYPE: GOOD 

IF DATA MATRIX IS NOT CORRECT TYPE: CHANGE' 
[18 J CHECK+~ -- ­
[19J +( 'GOOD'=4tCHECK)/PRODUCT 
[20 ] CHANGE: 'WHAT IS THE NUMBER OF THE ROW YOU WISH TO CHANGE?' 
[21J INDEX+O 
[22] 'ENTER THE CORRECT OBSERVATION FOR ROW ';INDEX 
[23 J X[INDEX; ]+0 
[24 ] 'DO	 YOU WISH TO CHANGE ANOTHER ROW?' 
[25] +( 'YES'=3t~)/CHANGE 

[26] 'YOUR DATA MATRIX IS' , ,[27] 
[28J x , ,[ 29] 
[30 ] PRO DUC T: MEA NS+- ( + i X) t 1 t PX 
[ 31 J SS+-(~X)+.xX 

[32] H+- '[!I/MEAN([!],I2 [!] ) (!J ' fJ.FMT( lP), ,t	 t 

[33J 
[34 J FS+,'I2.[!]Fl0.2C!1' AFMT P 
[35J FS COLNAME8 H 
[36J FS fJ.FMT C( 1 • p) pMEAN8), ,
[ 37 J 
[38J 'THE SUMS OF SQUARES AND CROSS PRODUCTS ARE' , ,
[39J 
[40 J 88 

V 

V R+INPUT PROM 
[1 J z i : PROM 
[2] +(l=pR~.O)/O 

[3] 'ENTER ONE VALUE ONLY' 
[4J +11 

V 
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3.9 

CALCULATION OF DISABILITY SETTLEMENT AWARDS 

R. Harold Mason 
Graduate School of Management 

University of California 
Los Angeles, California 

DESCRIPTION 

LUMPSUM is a program designed to discount future streams of 
income, medical costs, retirement annuities, etc., and reduce these 

to a lump sum payment in liability cases. For example, a person 
injured in an automobile accident may have: 

1.	 Lost income between time of injury and 
settlement of a liability case. 

2.	 Incurred uninsured medical costs during the 
same period. 

3.	 Been permanently disabled to some degree and there­
fore lose future income, promotions, and retire­

ment benefits and incur both uninsured maintenance 

medical costs and periodic uninsured major medical 
costs. 

LUMPSUM will handle this problem and can be used by students, 
lawyers and economists who wish to calculate the net present 
value of medical costs and lost income due to the disability of 
an injured person. 

LUMPSUM is a prompted program. The inputs required are: 
1.	 Annual income of the injured person at the time 

of injury. 

2.	 Age at the time of injury. 

3.	 Present age. 
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4.	 Risk-free current interest rate (or some agreed
 

upon interest rate acceptable to litigants),
 

in percentage.
 

5.	 Long-run improvement in productivity (real
 

percentage increase in per capita income).
 

6.	 Employer contribution to retirement annuity, in
 
percentage of income at time of injury.
 

7.	 Age of the injured at the time of future promotions 

that the employer could have anticipated for the 
injured. 

8.	 Each promotion as a percentage of income at that
 
age.
 

9.	 Based upon current age, the remaining expected
 

life, taken from mortality tables.
 

10.	 Continuing uninsured maintenance medical costs as 

a percentage of income at time of injury due to 

lnJury. (For example, the injured may require 

continuing physical therapy throughout his or 

her life.) 

11.	 Major future uninsured medical costs: age when 
they are to be incurred and the dollar amounts. 

(For example, physicians may suggest the need 

for one or two major operations to correct the 
more serious physical aspects of the disability. 

If so, they should provide current dollar estimates 
which are then adjusted for inflation at a rate 

equal to the productivity factor.) 

12.	 Lost income between the time of injury and the 

time of settlement resulting from the injury. 
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13.	 Uninsured medical costs incurred between the time 

of injury and the sett l ement. 

14.	 Interest rates for each year of lost income or 
uninsured medical costs incurred between the 

time of injury and the settlement. 

15.	 Degree of disability in percentage. (For example, 

physicians may estimate that the injured has lost 

25% of his or her capacity to continue earning 

income and pursuing a career.) 

The	 outputs are: 
1.	 The discounted value of future income, including 

promotions. 

2.	 The discounted value of employer contributions to 

retirement. 

3.	 The discounted value of uninsured medical maintenance 

costs, adjusted for cost escalation. 

4.	 The value of lost income and uninsured medical 

costs between the time of injury and the settlement, 

compounded by the past annual interest rate. 

5.	 The discounted value of uninsured major medical costs, 

adjusted for cost escalation. 

6.	 The value of the award, adjusted for the degree of 

continuing disability. 

To illustrate the use of the program, suppose you have the 

following case: 

1.	 Income at time of injury $10,000 

2.	 Age at time of injury 30 yrs. 

3.	 Present age 35 yrs. 
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4. Current interest rate	 6% 
5. Rate of productivity improvement 3% 
6. Employerls contribution to	 retirement 12% of income 
7.	 Anticipated promotions Age Percent of Income 

40 yrs. 10% 
45 8% 
50 6% 
55 5% 
60 4% 

8. Remaining life expectancy	 35 yrs. 
9. Uninsured maintenance medical costs 10% of income 

10.	 Future major medical costs Age Dollars 
40 yrs. $3000 

45 $2500 

11 . Lost income uninsured medical costs, and i nteres t 
rates since injury. 

Lost Uninsured Interest 
Age Income Medical Costs Rate 

30 yrs. $1200 $500 5~ 

31 $1300 $600 4% 

32 $1500 $400 6% 
33 $1200 $600 7% 
34 $1300 $500 6% 

35 $1200 $600 6% 
12. Degree of di sabi 1 i ty , in percentage	 25% 

Using these data, the following section shows a sample run. 
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PROGRAM USAGE
 

LUMPSUM
 
ENTER INCOME AT TIME OF INJURY
 
0:
 

10000
 
ENTER AGE AT TIME OF INJURY AND PRESENT AGE 
0: 

3D 35 
ENTER CURRENT INTEREST RATE IN PERCENTAGE 
0: 

6 
ENTER PRODUCTIVITY FACTOR IN PERCENTAGE 
0: 

3 
ENTER RETIREMENT ANNUITY IN PERCENTAGE OF CURRENT INCOME 
0: 

12 
ENTER AGE AT PROMOTIOMs PERCENTAGE PROMOTION WOULD BE AT THEN INCOME 
ENTER ALL PROMOTIONS AND WHEN DONE JUST HIT CARRIAGE RETURN 

AGE PERCENT 
ENTRY: 40 10 
ENTR Y: 45 8 
ENTRY: 50 6 
ENTRY: 55 5 

ENTRY: 60 4 
ENTRY: 
BASED ON CURRENT AGEs ENTER REMAINING YEARS OF LIFE EXPECTANCY FROM 
MORTALITY TABLES 
0: 

35 
ENTER BASIC UNINSURRED MAINTENANCE MEDICAL COSTS AS PERCENT OF INCOME 
AT TIME OF INJURY 
0: 

10 
ENTER ESTIMATED AGE AT INCURRENCE OF FUTURE MAJOR MEDICAL COSTS AND 
ENTER DOLLAR ANNUAL AMOUNTS OF COSTS VALUED IN PRESENT DOLLARS 
WHEN ALL MAJOR MEDICAL COST OCCURENCES ARE ENTERED JUST HIT RETURN 

AGE DOLLARS 
ENTRY: 40 3000 
ENTRY: 45 2500 
ENTRY: 
FOR AGE INDICATED SINCE INJURY ENTER ANNUAL LOST INCOMEs UNINSURED 
MEDICAL COSTS IN DOLLAR VALUES AND INTEREST RATES IN PERCENT. 

LOST INCOME UNINS MED COSTS INTEREST RATE 
.4GE: 30 1200 500 5 
AGE: 31 1300 600 4 
.4GE: 32 1500 400 6 
AGE: 33 1200 600 7 

AGE: 34 1300 500 6 
AGE: 35 1200 600 6 
ENTER PERCENTAGE DEGREE OF DI8.4BILITY 
0: 

25 
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THE DISCOUNT RATES ARE: 
0.9708737864 0.9425959091 0.9151416594 0.8884870479 0.8626087844 
0.9275363273 0.9005207061 0.8742919477 0.8488271337 0.8241040133 
0.8674779087 0.8422115619 0.817681128 0.7938651728 0.7707428862 
0.7945802951 0.7714371797 0.7489681356 0.7271535297 0.7059743007 
0.7203819395 0.6993999413 0.6790290692 0.6592515235 0.6400500228 
0.6465151746 0.6276846355 0.6094025587 0.5916529696 0.5744203589 
0.5576896688 

THE DISCOUNTED VALUE OF FUTURE INCOME I5:238005.5728 
THE DISCOUNTED VALUE OF THE RETIREMENT ANNUITY IS:28560.66873 
THE DISCOUNTED VALUE OF EXPECTED MAINTENANCE MEDICAL COSTS I5:22487.22007 
THE VALUE OF LOST INCOME AND MEDICAL COSTS SINCE INJURY PLUS INTEREST IS: 

13299.63044 
THE DISCOUNTED VALUE OF FUTURE MAJOR MEDICAL EXPENSES 15:4448.06114 
THE AWARD 15:233425.7725 

92
 



PROGRAM DESCRIPTION 

V LUMP8UM 
[ 1 ] RTHIS FUNCTION REQUIRES THEE USE OF PUBLIC FUNCTIONS INP AND IPI 
[2 ] 'ENTER INCOME AT TIME OF INJURY' 0 INC+INP 1 
[3 ] 'ENTER AGE AT TIME OF INJURY AND PRESENT AGE' C AGE~INP 2 
[4J 'ENTER CURRENT INTEREST RATE IN PERCENTAGE' 0 RATE+(INP 1)+100 
[ 5 ] 'ENTER PRODUCTIVITY FACTOR IN PERCENTAGE' 0 PROD~(INP 1)+100 
[6J 'ENTER RETIREMENT ANNUITY IN PERCENTAGE OF CURRENT INCOME' 
[ 7 ] RET+-(INP 1)+100 
[ 8 ] PROM+- 2 0 pO 
[ 9 ] 'ENTER AGE AT PROMOTION. PERCENTAGE PROMOTION WOULD BE AT THEN INCOME' 
[10] 'ENTER ALL PROMOTIONS AND WHEN DONE JUST HIT CARRIAGE RETURN' 
[11 J AGE PERCENT 
[12 ] LO:~(LO+3)xlA/O=IN+-2+IPI 'ENTRY: ' 
[13 J PROM+PROM .IN 
[14 ] +LO 
[15 ] 'BASED ON CURRENT AGE. ENTER REMAINING YEARS OF LIFE EXPECTANCY FROM'
 
[16 ] 'MORTALITY TABLES'
 
[17J RLE+INP 1
 
[18J 'ENTER BASIC UNINSURRED MAINTENANCE MEDICAL COSTS AS PERCENT OF INCOME'
 
[19J 'AT TIME OF INJURY'
 
[20 ] MMC~(INP 1)+100
 
[21J MAJMED+- 2 0 pO
 
[22J 'ENTER ESTIMATED AGE AT INCURRENCE OF FUTURE MAJOR MEDICAL COSTS AND'
 
[23J 'ENTER DOLLAR ANNUAL AMOUNTS OF COSTS VALUED IN PRESENT DOLLARS'
 
[24 ] 'WHEN ALL MAJOR MEDICAL COST OCCURENCES ARE ENTERED JUST HIT RETURN'
 
[25] AGE DOLLARS 
[26J Ll:~(Ll+3)xlA/O=IN~2+IPI 'ENTRY:' 
[27J MAJMED~MAJMED.IN 

[28] ~Ll 

[29J MEDINC+- 3 0 pO C T~AGE[lJ 

[ 30 ] 'FOR AGE INDICATED SINCE INJURY ENTER ANNUAL LOST INCOME. UNINSURED' 
[31J 'MEDICAL COSTS IN DOLLAR VALUES AND INTEREST RATES IN PERCENT. ' 
[32J LOST INCOME UNINS MED COSTS INTEREST RATE 
[33J L2 :MEDINC+MEDINC .3+IPI 'AGE: ", ('0123456789' [1+ 10 10 TT]).' 
[ 34 ] -+- L2 x 1 .4 GE [2 ] ~ T+ T+ 1 
[35J 'ENTER PERCENTAGE DEGREE OF DISABILITY' 0 DIS+(10Q-INP 1)+100 
[ 36 J ELOSS+-(N+66-AGE[2])pl 
[37J ELOSS[YRS]+ELOSS[YRS+PROM[1;]-AGE[2]-1]-PROM[2;]flOO 
[38J ELOSS+ELOSS+(RATE-PROD) 
[39J EINC+INCx+/ELOSS+-x\+ELOSS 
[40 J RET+- EI NCxRET 
[41 J EMMC+(MMCxINC)x+/f(l+RATE-PROD)*O. tRLE 
[42 J EMEDINC~(MEDINC[1;]+MEDINC[2;])+.x~x\+1-MEDINC[3;]T100 

[43J EMLOSS~MAJMED[2;]+.xt(1+RATE-PROD)*MAJMED[1;]-AGE[2J 

[44 J TOTAL~EINC+RET+EMMC+EMLOSS 

[45] AWARD+EMEDINC+TOTALxDIS 
[46 J 'THE DISCOUNT RATES ARE:' 
[47J , ;ELOSS 
[48J 'THE DISCOUNTED VALUE OF FUTURE INCOME IS:' ;EINC 
[49J 'THE DISCOUNTED VALUE OF THE RETIREMENT ANNUITY IS:' ;RET 
[50 ] 'THE DISCOUNTED VALUE OF EXPECTED MAINTENANCE MEDICAL COSTS IS:' ;EMMC 
[ 51 J 'THE VALUE OF LOST INCOME AND MEDICAL COSTS SINCE INJURY PLUS INTEREST IS 

: ' ;EMEDINC 
[52J 'THE DISCOUNTED VALUE OF FUTURE MAJOR MEDICAL EXPENSES IS:' ;EMLOSS 
[53 ] 'THE .4WARD IS:' ;AWARD 

'V 

93
 





3.10 

LINEAR PROGRAMMING WITH MIXED CONSTRAINTS 

Ronald D. Miller 
Assistant Dean of Systems 

College of Business and Public Service 
Governors State University 
Park Forest South, Illinois 

DESCRIPTION 

Linear programming is a mathematical technique for finding 
the best use of a firm's limited resources. The adjective 
"li near" is used to describe a relationship between two or more 

variables, a relationship which is directly and precisely propor­

tional. For example, linear means that a 10 percent change in 
the number of productive hours used in some operation will cause 
a 10 percent change in output. "Prograrnning ll refers to the use 

of certain mathematical techniques to get the best solution to 

a problem involving limited resources. 
The APL function which initiates these linear programming 

calculations is entitled SIMPLEX (after the name of the technique 
which is employed). A complete list of all of the functions which 
are required for successful operation are given. 

Function Name Description 

SIMPLEX This 

user 
function accepts and validates 
input. 

SIMPLEX1 This function develops the LP matrix 
and performs the computations 
necessary for the solution of the LP 
problem. 
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Function Name Description 

SOLI This function solves the matrix by 

the Barnes MMethod. 

PRINT This function provides the printed 
output as well as the format 
features. 

REASON This function contains author 
i nformati on. 

DECSLP This function gives a brief verbal 
description of linear programming 
(similar to what is contained in 
this section) 

SAMLP This function contains a sample 
problem, as well as explanations 

and examples of data input. 

These functions have comprehensive built-in instructions 
and prompts for the user, and so there is no need to explain their 
detailed usage here. The user merely needs to type SIMPLEX at the 
terminal and the functions, through a series of interactive questions, 
will request the data necessary to execute the program. Thus the 
user need not have any special experience with either APL or linear 
programming in order to use this series of functions. 
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PROGRAM USAGE 

SIMPLEX 

TURN CARRIAGE TO POSITION PAPER AT START OF NEW PAGE~ THEN PRESS RETURN. 

LINEAR PROGRAMMING - MIXl!/D CONS:PRAINTS 

DO YOU KNOW HOW TO USE THIS PROGRAM? YES 

ENTER A PROJECT TITLE IF YOU WISH. DOCUMENTATION RUN 

IS THIS A MAXIMIZATION OR MINIMIZATION PROBLEM? REPLY MAK OR MI~. MIN 

ENTER THE' NUMBER OF CONSTIrAINTS~ AND THE NUMBER OF VARIABLE'S: 4 3 

ENTER COEFFICItNTS OF SIMPLEX PROBLEM~ ONE ROW AT A TIME: 1 1 1 1000 

ENTER NEX'l CONSTRAIN'l': 1 0 0 $ 300 

ENTER NEXT CONSTRAINT: 0 1 0 s 150 

ENTRR NEXT CONSTRAINT: 0 0 1 ~ 200 

ENTER PROFIT OR COST FUNCTION COEFFICIENTS: 5 6 7 

10TURN CARRIAGE 2 POSITION PAPER AT START OF NEW PAGE~ THEN PRESS RETURN. 

LINEAR PROGRAMMING WITH NIXED CONSTIrAINTS - MINIMIZATION 

DOCUMENTATION RUN 
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TABLEAU 1 

VAR Z Xl X2 X3 X4 X5 X6 X7 X8 X9 
4 1000.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00 
5 300.00 1.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 
7 150.00 0.00 1.00 0.00 0.00 0.00 1.00 1.00 _0.00 0.00 
9 200.00 0.00 0.00 1.00 0.00 0.00_ 0.00 0.00_ 1.00 1.00 
o 135000000.00 100000.00 200000.00 200000.00 100000.00 0.00 100000.00 100000.00 100000.00 100000.00 

TABLEAU 

VAR Z Xl X2 X3 X4 X5 X6 X7 X8 X9 
4 850.00 1.00 0.00 1.00 1.00 0.00 1.00 1.00 0.00 0.00 
5 300.00 1.00 0.00 0.00 0.00 1.00 _0.00 0.00 0.00 0.00 
2 150.00 0.00 1.00 0.00 0.00 0.00 1.00 1.00 _0.00 0.00 
9 200.00 0.00 0.00 1.00 0.00 0.00 0.00 _ 0.00_ 1.00 1.00 
o 105000900.00 100000.00 6.00 200000.00 100000.00 0.00 99994.00' 9999~.00 100000.00 100000.00 

TABLEAU 3 

X5 X6 _ X7 X8 _ X9 
4 650.00 1.00 0.00 0.00 1.00 0.00 1.00 1.00 1.00 1.00 

VAR Z Xl X2 X3 X4 

5 300.00 ,1.00 0.00 0.00 0.00 1.00 _0.00 0.00 0.00 0.00 
2 150.00 0.00 1.00 0.00 0.00 0.00 1.00 1.00 _0.00 0.00 
3 200.00 0.00 0.00 1.00 0.00 0.00 0.00 _ 0.00 1.00 _ 1.00 
o 65002300.00 100000.00 6.00 7.00 100000.00 0.00 99994.00 9999~.OO 99993.00 99993.00 

TABLEAU 4 

VAR Z Xl X2 X3 X4 _ X5 X6 X7 X8 _ Xg 
4 350.00 0.00 0.00 0.00 1.00 1.00 1.00 -1.00 1.00 1.00 
1 300.00 1.00 0.00 0.00 0.00 1.00 _0.00 0.00 0.00 0.00 
2 150.00 0.00 1.00 0.00 0.00 0.00 1.00 1.00 _0.00 0.00 
3 200.00 0.00 0.00 1.00 0.00 _ 0.00 0.00 _ 0.00 1.00 _ 1.00 
a 35003800.00 5.00 6.00 7.00 100000.00 99995.00 99994.00 99994.00 99993.00 99993.00 

TABLEAU 5 

VAR Z Xl X2 X3 X4 _ XS X6 _ X7 XS _ X9 
6 350.00 0.00 0.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 
1 300.00 1.00 0.00 0.00 0.00 _1.00 0.00 0.00 0.00 _0.00 
"- 5vv.vv v.vv 1.01.1 "".GlI 1.G~ 1.(,lJ C.CO 0.00 _1.00 1.00 
3 200.00 0.00 0.00 1.00 0.00 _0.00 0.00 0.00 _1.00 1.00 
o 5900.00 5.00 6.00 7.00 6.00 1.00 0.00 0.00 1.00 1.00 

OPTIMAL SOLUTION FOR MINIMIZATION 

THE' OPTIMUM VALUE OF Z IS 5900.00 

VAR VALUE 

6 350.00
 
1 300.00
 
2 500.00
 
3 200.00
 

LINEAR PROGRAMMING COMPLET~D 
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SIMPLEX 

TURN CARIr.IAGE TO POSITION PAPBlt AT START OF NEW PAGE, THEN PRESS RETURN. 

LINEAR PJr.OGRAMMliVG - MIXED CONSTRAINTS 

lJO YOU KlJOW HOW TO USE' THIS PROGRAM? YES 

ENTER A PROJECT TITLE IF YOU WISH. DOCUMENTATION RUN 

IS THIS A MAXIMIZATION OR MINIMIZATION PROBLEM? REPLY MAX OR MIN.. MAX 

ENTER THE' NUMBER OF CONSTRAINTS, AND THE NUMBER OFVARIABLBS: 2 2 

ENTER COEFFICIENTS OF' SIMPLEX PErOBLE'M, ONE ROW AT A TIME: 4 2 ~ 60 

ENTER NEXT CONSTRAINT: 2 4 $ 48 

8NT8R fllOFIT OR COST FUNCTION COEFFICIENTS: 8 6 

TURN CARJrIAGE TO POSITION PAPER AT START OF' NEW PAGE, THEN PRESS RETURN. 

LINEAR PROGRAMMING WI'lH MIXED CONSTRAINTS - MAXIMIZATION 

DOCUMEN'1'ATION RUN 

TABLEAU 1 

VAlt Z Xi X2 X3 X4 
3 60.00 4.00 2.00 1.00 0.00 
4 48.00 2.00 4.00 0.00 1.00 
0 0.00 0.00 0.00 0.00 0.00 

TABLEAU 2 

VAli Z Xl X2 X3 X4 
1 15.00 1.00 0.50 0.25 0.00 
4 18.00 0.00 3.00 0.50 1.00
 
0 120.00 8.00 4.00 2.00 0.00
 

TABLBAU 3 

_ X4VAR Z Xl X2 X3 
1 12.00 1.00 0.00 _0.33 0.17 
2 6.00 0.00 1.00 0.17 0.33
 
0 132.00 8.00 6.00 1.67 0.67
 

OPTIMAL SOLUTION FOR MINIMIZATION 

THE; OP.fIMUM VALUE OF Z IS 132.00 

VAR VALUE 

1 12.00 
2 6.00 

LINEAR PROGRAMMING COMPLETED 
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v 

PROGRAM DESCRIPTION
 

'V REA SON 
[1 ] 

[2 ] 'THE LINEAR PROGRAMMING APPLICATION THAT FOLLOWS HAS BEEN WRITTEN AS ONE 
IN' 

[ 3 ] 'A SERIES OF PROGRAMS RESULTANT FROM:' 
[ 4 ] 

[ 5 ] INTERACTIVE COMPUTING FOR MANAGEMENT EDUCATORS' 
[ 6 ] JUNE 29 TO JULY 11. 1975' 
[ 7 ] GRADUATE SCHOOL OF MANAGEMENT' 
[ 8 ] UNIVERSITY OF CALIFORNIA AT LOS ANGELES (UCLA)' 
[ 9 ] 

[10J 'THIS PROGRAM WAS AUTHORED BY:' , ,[ 11 ] 
[12J RONALD D. MILLER' 
[13J ASSISTANT DEAN OF SYSTEMS' 
[14J COLLEGE OF BUSINESS AND PUBLIC SERVICE' 
[ 1 5 ] GOVERNORS STATE UNIVERSITY' 
[16J PARK FOREST SOUTH. ILLINOIS 60466' 
[17j 

VDesc LP[D ]V
 
PA: PLEASE SIGN OFF BY 1530 FOR A SYSTEM RESTART.
 

V DESCLP
 
[1 ] ' ,
 
[2J 'LINEAR PROGRAMMING IS A MATHEMATICAL TECHNIQUE FOR FINDING THE BEST USE
 

[ 3 J 'OF A FIRM"S LIMITED RESOURCES. THE ADJECTIVE LINEAR IS USED TO' 
[4 ] 'A RELATIONSHIP BETWEEN TWO OR MORE VARIABLES. A RELATIONSHIP WHICH IS' 
[ 5 ] 'DIRECTLY AND PRECISELY PROPORTIONAL. FOR EXAMPLE. LINEAR MEANS' 
[6J 'THAT A 10 PERCENT CHANGE IN THE NUMBER OF PRODUCTIVE HOURS USED IN SOME' 
[ 7 ] 'OPERATION WILL CAUSE A 10 PERCENT CHANGE IN OUTPUT. PROGRAMMING' 
[ 8 ] 'REFERS TO THE USE OF CERTAIN MATHEMATICAL TECHNIQUES TO GET THE'
 
[9J 'BEST SOLUTION TO A PROBLEM INVOLVING LIMITED RESOURCES.'
 , , 
[10J 

V 
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V SIMPLEX 
[lJ 
[2J 
[ 3 ] 
[4] 

[ 5 ] 

[6J 

[ 7 ] 
[8 ] 
[9 ] 
[10 J 
[11 ] 
[12J 
[13J 
[14J 
[15J 
[16 J 

[17J 
[18J 

[19J 
[20 ] 
[21J 

[22 ] 
[23] 
[24 ] 
[25J 
[26J 

[27J 
[28J 
[29J 
[ 30 ] 
[31] 
[32J 
[33J 
[ 34 ] 
[35] 
[36] 
[ 37] 
[38J 
[39J 
[40 J 
[41 ] 

[42 J 

[43J 
[44J 
[45J 
[46J 
[47] 
[48J 
[49J 
[ 50 ] 
[ 51 ] 
[ 52 ] 
[ 53 ] 
[ 54 ] 

[ 55 J 

[ 56 ] 

'V 

RTHIS PROGRAM REQIRES THE FUNCTIONS DESCLP. REASON. 
RSAMLP. SEPERATE, AND SIMPLEX1; AND THE PUBLIC FUNCTIONS 
R.4KI. AYN, AND I PI. 

PGS+AKI'
 
TURN CARRIAGE TO POSITION PAPER AT START OF NEW PAG€. THEN PRESS RETURN.'
 

'LINEAR PROGRAMMING - MIXED CONSTRAINTS
 

R AUTHOR: RONALD D. MILLER 
ttl ASSISTANT DEAN OF SYSTEMS 
R COLLEGE OF BUSINESS AND PUBLIC SERVICE 
ttl GOVERNORS STATE UNIVERSITY 
ttl PARK FOREST SOUTH. ILLINOIS 60466 
R 

PGS+AYN 'DO YOU KNOW HOW TO USE THIS PROGRAM?'
 
+-( 1 =PGS) / £1
 
REA SON 0 DESCLP 0 SAM LP
 

L1 :TITLE+AKI ' 
ENTER A PROJECT TITLE IF YOU WISH.' 

L111 :" 
REPLY+-AKI ' 
IS THIS A MAXIMIZATION OR MINIMIZATION PROBLEM? REPLY ~ OR~. ' 
+( 'A'~REPLY)A( 'I'~REPLY+1tREPLY~-2tREPLY)/ERR1 

£112 :' , 
V+- ,IPI '
 
ENTER THE NUMBER OF CONSTRAINTS. AND THE NUMBER OF VARIABLES:'
 
+ ( ( 2 =p V) • 2 ~ p V ) / L4 , ERR2 

L4 : C~ V[ 2 J 0 R+ V[ 1 ] 
MAT+OpO 0 Cl+C+1 OOP+Op", , 

L114 :' 

PARM+AKI 'ENTER COEFFICIENTS OF SIMPLEX PROBLEM. ONE ROW AT A TIME:' 
-+-LP2 

LP:' , 
PARM+-AKI ' ENTER NEXT CONSTRAINT:' 

LP2:SEPARATE PARM 
AL PH+- ,A L PH [1 ; 1 ]
 
-+- ( 1 ~ (.4 L PH E ' =?~, ) ) / LP 14
 
-+( «C+l )=pNUM)A( l=pALPH» / LPt
 
-+LP14+1 

LP14 :' 8IGN ENTERED IN ERROR,' 
PARM~AKI ' DATA ENTERED IN ERROR, REENTER LAST CONSTRAINT:' 
-+-LP2 

LP1:MAT+-MAT,NUM 0 OP+OP.ALPH 
+«(RxCl»pMAT) ,«RxCl)<pMAT))/LP.ERR4 
CJ~Op a 

L6:PARM"-AKI' 
ENTER PROFIT OR COST FUNCTION COEFFICIENTS: ' 
SEPARATE PARM 
+(C=pNUM)/L160 
'INVALID ENTRY, PLEASE REENTER' ¢ +L6 

L160 :CJ+CJ .NUM 
-+-( (C> pCJ) • (C<pCJ» / L6 ,ERRS 
CODE+'123456789012345678901234567890' 
SIMPLEXl 
'LINEAR PROGRAMMING COMPLETED' 
+0 

ERR1:'7HE REPLY MUST BE MAX OR MIN. PLEASE REENTER:' 0 +L111 
ERR2:'YOU SHOULD HAVE ENTERED TWO-INTEGERS. PLEASE REENTER:' C +L112 
ERR4:'YOU HAVE ENTER AN INCORRECT NUMBER OF COEFFICIENTS OR YOU HAVE 

FORGOTTEN TO ENTER THE ARITHMETIC OPERATOR(S). PLEASE REENTER.' C +L114 
ERR5:'YOU SHOULD HAVE ENTERED ONE PROFIT OR COST FUNCTION COEFFICIENT 

FOR EACH VARIABLE. PLEASE REENTER.' ~ +£6 
UNBD: ' 

THE OBJECTIVE. FUNCTION IS NOT BOUNDED ABOVE X = ';COL;" 
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V SAMLP
 
[lJ
 

r. ] '************************************************************************' , ,
[3J
 
[4J 'GIVEN THE FOLLOWING SAMPLE APPLICATION'
 , ,[5J
 
[6J
 '************************************************************************' ,[7J 

[8J 'SOLVE THE FOLLOWING LINEAR PROGRAMMING PROBLEM: ' , ,[9J
 
[10J MINIMIZE 5X+6Y+7Z=COST
 

[llJ SUBJECT TO X+ Y+ Z=1000' 
[12J X~300' 

[13J Y2::150' 
[14J Z2::200' 
[1SJ 

[16J 'REFORMAT TO THIS FORM FOR COMPUTER ENTRY: ' , ,[17J ,[18J MINIMIZE 5 6 7
 
[19J t ,
 

[20J SUBJECT TO 1 1 1 = 1000'
 
[21J 1 0 0 :s; 300'
 
[22J 0 1 0 ?: 150'
 
[23J 0 0 0 2 200'
 
[24] 

[25J 'THE DATA WILL BE ENTERED IN THE FOLLOWING FORMAT' 
[26J 'f 

[27J PROMPT: DO YOU KNOW HOW TO USE THIS PROGRAM?' 
[28J REPLY: ENTER YES IF YOU WISH A SAMPLE PROBLEM PLUS AN EXPANATION OF TH 

E ENTRY OF TflAT PROBLEM .. ' 
[29J ENTER llO IF' YOU ALREADY KNOW HOW TO USE THE PROGRAM.. YOU MAY U 

SE r OR 11 .. ' 
[30J 'EX.: YES 

[31J PROMPT: ENTER A PROJECT TITLE IF YOU WISH .. r 

[32J REPLY: ENTER ANY TITLE THAT YOU WISH TO HAVE PRINTED ON THE REA.)ULT PAGE 

[33J EX. : OP512 - OPERATIONS RESEARCH ~ JOHN JONES 

[34J PROMPT: IS THIS MAXIMIZATIO/ll OR A MINIMIZATION PROBLEM? REPLY MAX OR MI 

fl· ' 
[ 35] ' REPLY: TYPE MAX IF YOU WISH TO MAXIMIZE THE DATA YOU E!'lTER, OR MIN IF 

YOU WISH TO MINIMIZE. t 

[36J EX.: MIN 

[37J PROMPT: ENTER THE NUft1BER OF CONSTRAINTS, AND THE NUMBER OF VARIABLES. t 
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[38J , REPLY: YOU MUST ENTER THE NUMBER OF CONSTRAINTS THAT THE PROBLEM CONTAI 
NS . YOU WILL ALSO NEED TO' 

[39J ENTER THE NUMBER OF VARIABLES (SUCH AS X Y Z). YOU .lvJUST ENTER T 
WO INTEGERS WITH A SPACE BETWEEN' 

[40J EX.: 4 3 

[41J PROMPT: ENTER COEFFICIENTS OF SIMPLEX PROBLEM"> ONE ROW AT A TIldE: t 

[42J OR: ENTER NEXT CONSTRAINT: ' 
[43J , REPLY: ENTER ONE ROW OF THE CONSTRAINTS AT A TIME, MAKING SURE THAT YOU 

ENTER THE VALUES AND THE' 
[44J ARITHMETIC OPERATOR IN THE REFORfi1AT EXAlvlPLE GIVEN ABOVE. ONLY ( 

= ~ ~ ) ARE VALID OPERATORS. ' 
[45J EX. : 1 1 1 = 1000 (FIRST CONSTRAINT ENTRY) 

[46J PROl1PT: ENTER PL9.0FIIT OR COST FUNCTION COEFFICIEflTS. ' 
[47J , REPLY: ENTER THE PROFIT OR COST VALUES OF THE OBJECTIVE FUNCTION. ' 
[48J EX. : 5 6 7 

[49J 

[50J 'PLEASE RETAIN THIS PRINTOUT FOR FUTURE REFERENCE. ' 
[51J 

\l 

103
 



'V SIMPLEX1 
[lJ ATHIS FUNCTION REQIRES THE FUNCTION SOLI. 
C2 ] 

TURN CARRIAGE TO POSITION PAPER AT START OF NEW PAGE, THEN PRESS RETURN.' 
C3 J PGS+[!I 
[4J M1+1+(REPLY='A') 
[5J +(Ml=1)/L7 
[6J 

LINEAR PROGRAMMING WITH MIXED CONSTRAINTS - MAXIMIZATION 

[7J OPTI+-'OPTIMAL SOLUTION FOR MAXIMIZATION'
 
[8J +£7+1
 
[9J L7:'
 

LINEAR PROGRAMMING WITH MIXED CONSTRAINTS - MINIMIZATION 

[10] OPTI+'OPTIMAL SOLUTION FOR MINIMIZATION' 
[11J TITLE;' 

[12J MHIGH+-1 XPHIGH+-100 xr/MAT 

[13J MAT+MAT,O 0 RC1+R,C1 C CNTR+O C MAT+RClpMAT 
[14J ZEROS+R,(+/OP€t~')+pOP 0 MAT+MAT,ZEROSpO 
[15J RC1+pMAT 0 Cl+-1.RC1 C C+C+1 
[16J MAT[;CIJ+MAT[;Cl 0 MAT[;C]+-RpO 
[ 1 7 ] PC + COPR+-1 
[18J VIB+RpO 0 ZJ+ClpO C [+1 0 CJ+CJ.(Cl-C)pO 
[ 1 9 ] L 1 3 : ,..( 0 P [I ] ~, ~, ) / L80MAT [pR ; PC ]+--1 C MAT [PR ; PC + 1 ] +-1 

[20J VIB[PR]+PC+1 0 +(2=Ml)/L9 
[21J CJ[PC+l]+PHIGH 0 +£9+1 
[22J L9:CJ[PC+1J+MHIGH 
[23J PC+PC+2 0 +L10 
[24J L8:MAT[PR;PC]+1 C VIB[PR]+PC 
[25J +(OP[I]~'=')/Ll1+1 C -"(M1=1)/L11 
[26J CJ[PC]+MHIGH 0 +L11+1 
[27J L11:CJ[PC]+PHIGH 
[ 2 8 J PC +- PC + 1 
[29J LIO:PR+PR+l 0 +(R~I+I+l)/L13 

[30J VPT+VIB.[\R] 0 CJC+-CJ[VPT] 0 
[31J L12:~(Ml=2)/L16 

[ 32 ]	 + ( ( v / (C Z <0 ) ) ;to )/ L11 7 
[33]	 SOLI 
[34 J +0 
[35J L117:COL+.CZ1(L/CZ) 0 +L17 
[36J L16:+«v/(CZ>O»;tQ)/L118 
[ 3 7 J SOLI 
[38J +0 
[39] L118:COL+,CZ1(r/cZ) 

0 C+C1-1 
PRINT 

[40J L17:"'«+/(.MAT[;COL]>0»=O)/UNBD 
[41J	 ANDED+-(ANDED>O)/tpANDED+,ANDED+(MAT[;COL]>O)A(MAT[;Cl]>0) 
[42J	 REMAIN+.MAT[ANDED;C1]TMAT[ANDED;COL] 
[43J	 ROW+,REMAIN1(L/REMAIN) 0 ROW+ANDED[ROW] 0 VIB[ROW]+COL 0 CJC[ROW]+CJ[COL] 
[44J	 MAT[ROW;]~MAT[ROW;]fMAT[ROW;COL] 0 [+1 

[45J L18:PIV~MAT[I;COL] 0 +(I=ROW)/L19 
[46J	 MAT[I; ]+MAT[I; ]-,(PIVxMAT[ROW;]) 
[47J L19:-"(R~I+I+l)/L18 

[48J PRINT 
[49 J "£12 
[	 50] UNBD:' 

THE OBJECTIVE FUNCTION IS NOT BOUNDED ABOVE X ';COL;' 

104
 



V PRINT 
[1] ATHIS FUNCTION USES THE FOLLOWING SCIENTIFIC 
[2J RTIME SHARING FUNCTIONS: CENTER, 6FNT, AND COLNAMES 
[3 ] ZJ+-CJC+ . xMAT 
[4] CZ+CJ-ZJ[tCl-1] 
[ 5 J 

[6J CNTR+-CNTR+l 
[7J FORM+'TABLEAU ',CODE[CNTR] 
[8] COLNM+' IXl /X2 /X3 /X4 /X5 /X6 IX? /X8 /X9 /XI0/Xl1/X12/X13/X14/X15/X16/X 

17/X18' 
[9J COLNM+'/VAR/Z ',«Cl-1)x4)tCOLNM 
[10J FSTR+'I4,X1,F14.2,10FI0.2' 
[11J FSTR CENTER FORM 
[ 12 ] 

[13J FSTR COLNAMES COLNM 
[14 ] FSTR 6FMT(VIB;MAT[;C1];MAT[tRjtC1-1]) 
[15 ] CC+-1,C1-1
 
[16j CC+-CC p 1 (C 1 -1 )
 
[17J FSTR 6FMT(O;ZJ[CIJ;ZJ[CC])
 

V 
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3. 11 

THE INTERACTIVE EFFECTS OF THE MARGINAL 
PROPENSITY TO CONSUME AND THE INVESTMENT 

ACCELERATOR ON THE PRODUCTION OF INCOME 

John Park
 
Chairman, Department of Economics
 

and Business Administration
 
Frostburg State College
 

Frostburg, Maryland
 

DESCRIPTION 

This is a short, simple problem designed for use by under­

graduate economic and business forecasting students to get them 

acquainted with an APL application in economics. The program 

attempts to generate a trend of national income (Gross National 

Product or IIGNplI), based upon a set of assumptions. These 

assumptions are described in the program. Different combinations 

of assumptions would, of course, produce different income trends. 

The object of the program is to attack a problem which is 

too tedious for hand calculation and solution. The project may 

be assigned to students as a homework assignment or for drill and 

practice. Outputs are printed out in a tabular form and, as an 

option, the trend of income (the last column in the table) can be 

plotted out on a chart. 

To use the program, the student types ACTION and, when asked, 

enters the following values. 

1.	 The autonomous investment (constant throughout 

the exercise) 

2.	 The marginal propensity to consume (MPC) 

3.	 The investment accelerator (alpha) 

4.	 The number of periods the program is to run. 
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As an additional exercise, the instructor may wish to designate 
to students a particular shape (perhaps fluctuating) of income 

trends of the past and/or present as a starting point, and then 
ask them to suggest a particular combination of numerical figures 

for marginal propensity to consume and alpha which would bring 
the given initial trend of income to some planned or desired level. 
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PROGRAM USAGE
 

ACTION 
DO YOU NEED INSTRUCTIONS ? 
YES 

HI ECONOMIST! I SEE THAT YOU ARE TRYING TO FORECAST THE NATIONAL 
INCOME TREND. WITH THE HELP OF APL. AND YOU MAY SUCCEED IN DOING SO 
IN A JIFFY. LET US ASSUME THE FOLLOWING CONDITIONS: 

1.	 AUTONOMOUS INVESTMENT (A) IS CONSTANT THOUGHOUT THE GIVEN PERIODS 
WE OBSERVE. 

2.	 INDUCED CONSUMPTION (C) OF A PERIOD IS THE NATIONAL INCOME OF THE 
PREVIOUS PERIOD ADJUSTED BY YOUR MARGINAL PROPENSITY TO CONSUME (MPC). 

3.	 INDUCED INVESTMENT (I) OF A PERIOD IS THE ABSOLUTE VALUE OF THE 
DIFFERENCE BETWEN THE C OF THE PERIOD AND THE C OF THE IMMEDIATELY 
PRECEDING PERIOD. ADJUSTED BY YOUR ALPHA (I.E., MULTIPLIED BY THE 
GIVEN ALPHA). 

4.	 TOTAL NATIONAL INCOME (y) OF A PERIOD IS THE SUMMATION OF At C, AND 
FOR THAT PERIOD. 

5.	 THE TOTAL NUMBER OF MULTIPLIER PERIODS (T'8) WE OBSERVE IS. SAY 20 (I.E., 
20 T' S) • 

ENTER AUTONOMOUS INVESTMENT (A) 
0: 

1000 
ENTER MARGINAL PROPENSITY TO CONSUME (MPC) 
0: 

.75 
ENTER ALPHA (ACCELERATOR) 
0: 

2.7 
ENTER NUMBER OF PERIODS 
0: 

20 

109
 

I 



MULTIPLIER AUTONOMOUS 
PERIOD INVESTMENT 

CT) (A ) 

1 1000 
'2 1000 
3 1000 
4 1000 
5 1000 
6 1000 
7 1000 
8 1000 
9 1000 

10 1000 
11 1000 
12 1000 
13 1000 
14 1000 
15 1000 
16 1000 
17 1000 
18 1000 
19 1000 
20 1000 

WOULD YOU LIKE A PLOT OF 
YES 

THE 

INDUCED 
CONSUMPTION 

(C) 

0 
750 

2 9831 

7 9088 

14 9686 

27,150 
46,353 
74,400 

113 9345 

164,623 
228,055 
300,241 
372,108 
425,361 
427,609 
326,009 
450,997 
592,098 
730,553 
829,036 

ABOVE DATA? 

INDUCED TOTAL NATIONAL 
INVESTMENT INCOME 

(1) ( Y) 

0 :1 9 0 0 0 
?,025 3 ,77 5 
5,619 q9 4 5 1 

11,493 19,581 
20,514 36,200 
33,653 61,803 
51 9847 99 9199 

75.,727 151 9126 

105,152 ?19 9497 

138,450 304 9073 

171,267 400,321 
194,903 496.,144 
194,041 567.,14-9 
143,785 570 9146 

6,070 434,679 
274,320 601,330 
337,467 789,464 
380,973 974,071 
373,828 1,105,381 
265,904 1,095,940 
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100000 * 
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* * a * */* I I I I 
0 5 10 15 20 
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PROGRAM DESCRIPTION
 

V DESCRIBEACTION 
[1 ] HI ECONOMIST! I SEE THAT YOU ARE TRYING TO FORECAST THE NATIONAL' 
[2 ] 'INCOME TREND. WITH THE HELP OF APL, AND YOU MAY SUCCEED IN DOING SO' 
[ 3 ] 
[4J 

'IN , , A JIFFY. LET US ASSUME THE FOLLOWING CONDITIONS:' 

[ 5 ] , 1. AUTONOMOUS INVESTMENT (A) IS CONSTANT THOUGHOUT THE GIVEN PERIODS' 
[6 ] t WE OBSERVE.' 
[7J t , 

[8 J 
[ 9 ] 

, 2. , INDUCED CONSUMPTION (C) OF A PERIOD IS THE NATIONAL INCOME OF THE' 
PREVIOUS PERIOD ADJUSTED BY YOUR MARGINAL PROPENSITY TO CONSUME (MP 

C) • ' 
[10] "
 
[11J '3. INDUCED INVESTMENT (I) OF A PERIOD IS THE ABSOLUTE VALUE OF THE'
 
[12 ] ' DIFFERENCE BETWEN THE C OF THE PERIOD AND THE C OF THE IMMEDIATELY'
 
[13J PRECEDING PERIOD, ADJUSTED BY YOUR ALPHA (I.E., MULTIPLIED BY THE'
 
[14J GIVEN ALPHA).
 
[1SJ "
 
[16J '4. TOTAL NATIONAL INCOME (y) OF A PERIOD IS THE SUMMATION OF A, C, AND
 

I' 
[17J FOR THAT PERIOD.' , , 
[18J 
[19J '5. THE TOTAL NUMBER OF MULTIPLIER PERIODS (T"S) WE OBSERVE IS, SAY 20 

(I.E. , , 
[20J 20 T"..').', ,
[21J 

v 
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V ACTION;A;ALPHA;C;CTR;FMT;I;MPC;N;T;Y 
[lJ ATHIS FUNCTION REQUIRES THE FUNCTION DESCRIBEACTION, WHICH DESCRIBES 
[2J ATHE ASSUMPTIONS uF THE MODEL, AND THE PUBLIC FUNCTIONS COLNAMES, 
[3 ] AfjFMT AND PLOT
 
[4J 'DO YOU NEED INSTRUCTIONS 7'
 
[5J -+Ll x7 \ 'NS' =It[!]
 
[6J DESCRIBEACTION
 
[7J Ll:'ENTER AUTONOMOUS INVESTMENT (A)'
 
[8J Y.+-tA~O
 

[9 ] I~C~O
 

[10J 'ENTER MARGINAL PROPENSITY TO CONSUME (MPC)'
 
[11J MPC~D
 

[12J 'ENTER ALPHA (ACCELERATOR) ,
 
[13J ALPHA~O
 

[14J 'ENTER NUMBER OF PERIODS'
 
[ 1 5 ] N+-D 
[16J CTR+-2 
[17J LOOP:C+-C,MPCxY[CTR-l] 
[1SJ I+I,ALPHA xlC[CTR]-C[CTR-l] 
[19J Y+Y,A+C[CTR]+I[CTR] 
[20J CTR+CTR+l 
[21J -+LOOpx\(CTR~N) 

[22 ] A+NpA 
[23] T+ 1 N 
[24 ] "
 
[25 J "
 
[26J FMT+'2112,3CI17'
 
[27J FMT COLNAMES '/MULTIPLIER/AUTONOMOUS/INDUCED /INDUCED /TOTA£ NATIONA
 

L ' 
[28J FMT COLNAMES '/PERIOD /INVESTMENT/CONSUMPTION/INVESTMENT/INCOME 

, , [29J
 
[30J FMT COLNAMES '/(T)/(A)/(C)/(I)/(Y)'
, ,[31J
 
[32J FMT 6FMT(T;A;C;I;Y)
, ,
[33J , ,
[ 34 J 
[ 35] 'WOULD YOU LIKE A PLOT OF THE ABOVE DATA?' 
[36J -'0 x t ' N ' =1 t [!J 
[37J 60 80 PLOT Y , , [38] , ,
[39J 

V 
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3.12 

NETWORK ANALYSIS 

Donald G. Sanford 
Chairman 

Department of Administration 
and Systems 

florida Atlantic University 
Boca Raton, Florida 

DESCRIPTION 

This program is used to analyze Critical Path Method (CPM) 

and Program Evaluation and Review Technique (PERT) networks. Such 

networks are useful in planning, scheduling, and control of complex 

projects (such as research, development, and construction). 

The program can be used to solve problems which would be too 

time consuming for hand calculation or to verify the results of 

manual calculations. 

It was developed to be used in a junior year course in quanti ­
tative methods in business or by beginning graduate students in a 

prerequisite course in quantitative methods for an MBA program. 

Instructions for Use 

Input instructions are contained within the program and are 

printed out to the user as needed. 

It is assumed that the user has a basic understanding of 

network theory as presented in a basic text such as Quantitative 

Approaches to Management by Levin and Kirkpatrick. 
The user desiring a description of the workspace should 

execute the niladic function NETINFO. The user then has the 

option of analyzing a network after having read the workspace 
description. Those not desiring a description should execute the 
niladic function NET1 directly in order to initiate a network 
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analysis. The input variables are: 

PERT Networks CPM'Networks 

Beginning Event Beginning Event 

Ending Event Ending Event 

Optimistic Tinle Expected Time 

Most Likely Time Latest Allowable Date 

Latest Allowable Date 

Completion Dates for
Probability Analysis 

Outputs from the program include: 

(1) List of input data 

(2)	 Number of activities input 

(3)	 Events listed in numerical order 

(4)	 Starting and finish events listed 

(5)	 Critical path 

(6)	 Expected completion date 

(7)	 51 ack 

(8)	 Z values for probability analysis (optional) 
(PERT only) 

(9)	 Complete event analysis (optional) 
For each event: 
Event numbers 
Expected completion date 
Latest date 
Slack 
Critical path indicator 
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(10)	 Complete activity analysis (optional) 
For each activity: 

To-From events 
Expected time 
Expected start date 
Expected completion date 
Latest start date 
Latest completion date 
Standard deviation (PERT only) 
Critical path indicator 

Sample Use 

In the next section the following uses are demonstrated: 

(1 ) PERT Network 
(2) CPM Network 
(3 ) Error checking and recovery 

4
 

2/3/4 5/6/7
 

3 8/10/11 6 

~/7/9
2~2/3/4 7/8/9 (0 8/lQ/2D CD 2/4/8 -@CD 

Figure 1 

The network shown in Figure 1 is used for these demonstrations. 

These data were used to illustrate that the critical path can 
change as the result of consideration of pessimistic or optimistic 

times, as ;s true with PERT analysis, while CPM considers only one 
time estimate. 
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PROGRAM USAGE 

N8TINPO 

WOHKSFACE NETWORK 

THIS WOhKSPACE CONTAINS THREE FUNCTIONS WHICH OPERATE 
TO~ETHER TO SOLVE PROBLEMS IN NETWORK ANALYSIS. IT IS 
ASSU~ED THAT THE USER IS FAMILIAR WITH NETWORK THEORY. 

THE USER MAY SPECIFY CPM OR PERT ANALYSIS. PROVISION 
IS MADE FOR THE USER TO SELECT ABBREVIATED OR COMPLETE 
OUTPUT RESULTS. 

FEATURES INCLUDE': 
( 1 )	 SELF-CONTAINED INPUT INSTRUCTIONS 
( 2 )	 EXTENSIVE ERROR CHECKING AND RECOVERY 
( 3 )	 CAPABILITY OF CORRECTING DATA IN
 

NETWORK AFTER IT HAS BEEN INPUT
 
( 4 )	 OPTIONAL COMPUTATION OF 'Z' VALUES 

FOR PROBABILITY ANALYSIS WITH PERT 
NETWORKS 

THE FUNCTIONS IN THIS WORKSPACE ARE DESCRIBED BELOW: 

NETINFO - CONTAINS A DESCRIPTION OF THE FUNCTIONS. 
THE USER HAS THE OPTION OF EXECUTING THE 
ANALYSIS OF A PERT OR CPM NETWORK FROM 
THIS FUNCTION BY CALLING FUNCTION NET1. 

NETl - HANDLES INPUT OF NETWORK DATA TO BE ANALYZED" 
ERROR CHECKING" RECOVERY" AND NETWORK ANALYSIS. 
CALLS FUNCTION NET2 FOR OUTPUT. 

NET2 - PRODUCES OUTPUT OF THE PERT OR CPM NETWORK 
ANALYSIS. THE USER MAY SPECIFY SHORT OR 
LONG OUTPUT FORMAT. 

DO YOU WANT TO INPUT A NETWORK TO BE ANALYZED? ANSWER YES OR NO. 
ygS 
ENTER CPM OR PERT TO SPECIFY TYPE OF NETWORK TO BE ANALYZED 
PERT 
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NETl 
ENTER CPM OR PERT TO SPECIFY TYPE OF NETWORK TO BE ANALYZED 
XYZ 
ENTER CPM OR PERT TO SPECIFY TYPE OF NETWORK TO BE ANALYZED 
PERT 
ENTER PERT ACTIVITY DATA IN GROUPS OF FIVE: BEGINNING EVENT, ENDING 
EVENT, OPTIMISTIC TIME, MOST LIKELY TIME, PESSIMISTIC TIME. 
BEGINNING EVENT MUST BE A HIGHER NUMBER THAN ENDING EVENT FOR EACH ACTIVITY. 
ENTER -1 TO INDICATE THAT YOU HAVE NO MORE DATA. 
0: 

1 2 6 7 8 
D: 

2 3 8 9 
INPUT MUST BE 5 ITEMS. 
D: 

2 3 8 9 10 
0: 

3 4 4 5 6 
0: 

3 5 7 8 9 
0: 

1 

INPU'l1 DATA 

1 
2 
3 
3 

2 
3 
4 
5 

6 
8 
4 
7 

7 
9 
5 
8 

8 
10 

6 
9 

DO YOU 
YES 

WISH TO CHANGE ANY DATA? ANSWER YES OR NO. 

ENTER 
D: 

INPUT 

ROW NUMBER, COLUMN 

1 
MUST BE 3 ITEMS. 

NUMBER, AND NEW VALUE. 

ENTER 
D: 

ROW NUMBER, 

10 10 8 

COLUMN NUMBER, AND NEW VALUE. 

ENTER ROW 
0: 

1 5 

NUMBER, 

10 

COLUMN NUMBER, AND NEW VALUE. 

REV ISED DATA: 

1 
2 
3 
3 

2 
3 
4 
5 

6 
8 
4 
7 

7 
9 
5 
8 

10 
10 

6 
9 

DO YOU WISH TO CHANGE ANY DATA? ANSWER YES OR NO. 

NO 
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PROGRAM DESCRIPTION
 
V NETINFO 

[lJ A THIS FUNCTION PROVIDES THE USER WITH A DESCRIPTION OF THE CONTENTS OF 
[2 ] A THE WORKSPACE. THE USER MAY CALL THE FUNCTION WHICH PERFORMS THE 
[3] A NETWORK ANALYSIS AFTER READING THE DESCRIPTION OF THE WORKSPACE BY 
[4 ] A GIVING AN AFFIRMATIVE RESPONSE TO THE QUESTION, 'DO YOU WANT TO INPUT 
[5J A A NETWORK TO BE ANALYZED?' , ,
[6J , ,[7J , ,[8 ] , ,
[9J 
[10] WORKSP..4CE NETWORK' 
[11 ] ' , 
[12] , ,
 

[13J THIS WORKSPACE CONTAINS THREE FUNCTIONS WHICH OPERATE'
 
[14J 'TOGETHER TO SOLVE PROBLEMS IN NETWORK ANALYSIS. IT IS '
 
[1SJ 'ASSUMED THAT THE USER IS FAMILIAR WITH NETWORK THEORY.'
 
[16J ' ,
 
[17J THE USER MAY SPECIFY CPM OR PERT ANALYSIS. PROVISION'
 
[18J 'IS MADE FOR THE USER TO SELECT ABBREVIATED OR COMPLETE'
 
[19J 'OUTPUT RESULTS.'
 
[20J ' ,
 
[21J FEATURES INCLUDE: '
 
[22J ( 1 ) SELF-CONTAINED INPUT INSTRUCTIONS'
 
[23J ( 2 ) EXTENSIVE ERROR CHECKING AND RECOVERY'
 
[24J ( 3 ) CAPABILITY OF CORRECTING DATA IN '
 
[25] NETWORK AFTER IT HAS BEEN INPUT'
 
[26J ( 4 ) OPTIONAL COMPUTATION OF ,'z', VALUES'
 
[27J FOR PROBABILITY ANALYSIS WITH PERT'
 
[28J NETWORKS'
 
[29J ' ,
 
[30J ' ,
 
[31J THE FUNCTIONS IN THIS WORKSPACE ARE DESCRIBED BELOW:'
 
[32] ' ,
 
[33J NETINFO - CONTAINS A DESCRIPTION OF THE FUNCTIONS.'
 
[34 ] THE USER HAS THE OPTION OF EXECUTING THE'
 
[35J ANALYSIS OF A PERT OR CPM NETWORK FROM'
 
[36J THIS FUNCTION BY CALLING FUNCTION NET1. '
 
[37J ' ,
 
[38J NET1 - HANDLES INPUT OF NETWORK DATA TO BE ANALYZED,'
 
[39J ERROR CHECKING, RECOVERY, AND NETWORK ANALYSIS.'
 
[40 ] CALLS FUNCTION NET2 FOR OUTPUT.'
 
[41J ' ,
 
[42J NET2 - PRODUCES OUTPUT OF THE PERT OR CPM NETWORK'
 
[43J ANALYSIS. THE USER MAY SPECIFY SHORT OR'
 
[44 J LONG OUTPUT FORMAT.' 
[45J ' , 
[46J ' ,
 
[47J ' ,
 
[48J QUES5:'DO YOU WANT TO INPUT A NETWORK TO BE ANALYZED? ANSWER YES OR NO.'
 
[49J ~(GOTO,O,QUES5)['YN'\1t,~J 

[50J A CALL FUNCTION NETl IF THE USER WISHES TO PERFORM A NETWORK ANALYSIS 
[51j GOTO:NETl 

V 
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v NET1;A;ACT;B;B1;B2;B3;C;CPAC;CPEV;CRIT;D;DATA1;Dl;D2;E;FLAGS;Fl;F2;G;H;J; 
K;LATEST;M;N;NA;NE;STDEV;Z 

[lJ R THIS FUNCTION RECEIVES CPM OR PERT NETWORK DATA FROM THE USER AND 
[2] A ANALYZES THE NETWORK TO DETERMINE THE EXPECTED TIMES, EXPECTED START 
[3J R AND COMPLETION DATES, LATEST START AND COMPLETION DATES, AND THE 

[4J R CRITICAL PATH. IN ADDITION, ACTIVITY STANDARD DEVIATIONS, NETWORK 
[5J A STANDARD DEVIATION, AND Z VALUES FOR SELECTED COMPLETION DATES ARE 
[6J A COMPUTED FOR PERT NETWORKS ONLY. IT IS ASSUMED THAT THE USER IS 
[7J R FAMILIAR WITH NETWORK THEORY. THE FUNCTION SHOULD BE USED TO ANALYZE 
[8J A PROBLEMS WHICH ARE TOO COMPLEX FOR MANUAL CALCULATION OR TO CHECK THE 
[9J R RESULTS OF MANUAL CALCULATIONS FOR CLASSROOM USE. 
[10] R INPUT INSTRUCTIONS ARE CONTAINED WITHIN THE PROGRAM.
 
[11J START: 'ENTER CPM OR PERT TO SPECIFY TYPE OF NETWORK TO BE ANALYZED'
 
[12J ~(CPM,PERT,START)['CP'llt,~J
 

[ 1 3 ] CPM: z.- 3
 
[14J R INPUT DATA INSTRUCTIONS FOR CPM NETWORKS
 
[15J 'ENTER CPM ACTIVITY DATA IN GROUPS OF THREE:'
 
[16J 'BEGINNING EVENT, ENDING EVENT, EXPECTED TIME.'
 
[1 7 J ~G01
 

[18J PERT:Z ..... S
 
[19J R INPUT DATA INSTRUCTIONS FOR PERT NETWORKS
 
[20J 'ENTER PERT ACTIVITY DATA IN GROUPS OF FIVE: BEGINNING EVENT, ENDING'
 
[21J 'EVENT, OPTIMISTIC TIME, MOST LIKELY TIME, PESSIMISTIC TIME.'
 
[22] G01:'BEGINNING EVENT MUST BE A HIGHER NUMBER THAN ENDING EVENT FOR EACH AC
 

TIVITY.' 
[23J 'ENTER -1 TO INDICATE THAT YOU HAVE NO MORE DATA.' 
[24J NA+O 
[25 J ACT+10 
[26J A NETWORK DATA READ IN HERE 
[27J READIN:A'-O 
[28J ~(NEXT,NOMOREDATA)[l+(ltA)<lJ 

[29J A CHECK THAT THE APPROPRIATE NUMBER OF DATA ITEMS IS ENTERED (3 FOR CPM, 
5 FOR PERT) 

[30J NEXT:~(OK1,ERR1)[1+(pA)~Z] 

[31] R ERROR MESSAGE FOR INCORRECT NUMBER OF DATA ITEMS 
[32] ERR1:'INPUT MUST BE ';Z;' ITEMS.'
 
[33 J ""'HEADIN
 
[34J OK1:~(OK2,ERR2)[1+(A[lJ~A[2J)]
 

[35J ERR2:'EVENTS MUST BE IN ASCENDING ORDER.'
 
[36 J ~READIN
 

[37 J OK2: NA+NA+ 1
 
[ 3 8 ] ACT+ ACT t A 
[39J -'READIN 
[40J NOMOREDATA:ACT+(NA,Z)pACT 
[41 J ' , 
[42J ' , 
[43J A INPUT DATA IS DISPLAYED TO USER FOR CORRECTNESS 
[44] 'INPUT DATA' 
[45] , , 

[46J ACT 
[47 J AGAIN:' , 
[48J 'DO YOU WISH TO CHANGE ANY DATA? ANSWER YES OR NO.' 
[49J ~(YES,NO,AGAIN)['YN'llt,~J 
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[50J YES:' ,
 
[51J 'ENTER ROW NUMBER, COLUMN NUMBER, AND NEW VALUE.'
 
[52J A DATA CORRECTIONS ENTERED HERE
 
[53J A.....O
 
[54J A CHECK THAT THREE ITEMS HAVE BEEN ENTERED FOR DATA CORRECTION
 
[55] A (ROW NO., COL. NO., NEW VALUE) 
[56J ~(GOOD1,BAD1)[1+(pA)~3J 

[57] BAD1:' INPUT MUST BE 3 ITEMS.' 
[58] "YES 
[59J GOOD1:~«A[lJ>ltpACT)v(A[2J>-ltpACT»/YES 
[60J A DATA CORRECTIONS MADE HERE 
[61] ACT[A[1];A[2JJ+A[3] 
[62 j , , 

[63J 'REVISED DATA:' 
[ 64 ] ' , 
[65J ACT 
[66J R BRANCH BACK TO SEE IF THERE ARE MORE CORRECTIONS TO BE ENTERED 
[67] ~AGAIN 

[68] A NO (MORE) CORRECTIONS
 
[6 9 J NO:NA-+-ltpACT

[70 J , ,
 
[71J 'ENTER LATEST ALLOWABLE DATE FOR COMPLETION OF PROJECT.'
 
[72 ] LATEST+O 
[73 ] ' ,
 
[74 J A NEXT TEN LINES SUMMARIZE THE INPUT DATA
 
[75J NA;' ACTIVITIES HAVE BEEN ENTERED.'
 
[76J Bl+ACT[;l J .ACT[;2 ]
 
[77 J 81 +B1[!B 1 ]
 
[78J B2+1~«Bl,O)-(O.Bl»)
 

[79j 82+( O~B2 ) / B1
 
[ 80 ] NE+pB2
 
[ 81 J 'INVOLVING' ;NE;' DIFFERENT EVENTS. AS FOLLOWS:'
 , ,[82 ]
 
[ 83 J B2
 
[84J A CHECK FOR MULTIPLE FINISH EVENTS
 
[8SJ D1+(-1~B2)€ACT[;1]
 
[86J ~«A/Dl)=1)/OK3
 

[87j 'MULTIPLE FINISH EVENTS IN THE NETWORK, USE DUMMY ACTIVITY.'
 
[88J A IF MULTIPLE FINISH EVENTS, EXIT PROGRAM
 
[89J ~o
 

[90J OK3:Dl+(1~B2)€ACT[;2J
 

[91J A CHECK FOR MULTIPLE START EVENTS
 
[92J ~«A/Dl)=1)/OK4
 

[93J 'MULTIPLE STARTING EVENTS IN THE NETWORK, USE DUMMY ACTIVITY.'
 
[94J A IF MULTIPLE START EVENTS, EXIT PROGRAM
 
[ 95] .....0
 
[96J OK4:' ,
 
[97J 'THE STARTING EVENT FOR THE NETWORK IS ';1+B2;' AND THE FINISH EVENT IS '
 

;-ltB2 
[98J A SET UP ARRAYS FOR NETWORK ANALYSIS. E FOR EVENTS AND C FOR ACTIVITIES. 
[99J E+(NE.5)pO 
[100J C+(NA,7)pO 
[101J ..... (Z=3)/OK5 
[102JACALCULATE EXPECTED TIMES AND SD'S FOR PERT NETWORKS 
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[103] C[;l ]+(ACT[;3 J+ (4 xACT[;4 ] )+ACT[; 5 J).;. 6 
[104] C[;6 ]+-(ACT[;5 ]-ACT[;3] )';'6 
[10SJ -+C02 
[106 ]OKS :C[ ;1 ]+ACT[;3 ] 
[107]A PUT EVENT NUMBERS IN MATRIX E 
[10S]G02:E[;1]+-B2 
[ 109 J E [1 ; 2 J+O 
[110J E[1;5J+1 
[111jR N IS ACTIVITY INDEX 
[ 11 2 JGO02 : s-: 
[113]RREFERENCE NUMBER IN E FOR BEGINNING EVENT OF ACTIVITY 
[114]G03:Fl+B2lACT[N;1] 
[ 11 5 J -+ ( ~ ( E [F 1 ; 5 J=1 ) A ( C [ N ; 7 ] =0 ) ) / G04 
[116J C[N;2]+E[Fl;2] 
[117J C[N;3J+C[N;2]+C[N;1] 
[11SJ C[N;7]+1 
[119]G04:-+(N=NA)/G05 
[120J N+N+l 
[121J -+C03 
[122]A M IS EVENT INDEX 
[123 jGOS :M+l 
[124]G06:-+(E[M;S]=1)/G07 
[12S]R F2 IS LIST OF ACTIVITIES WHOSE ENDING EVENT IS EVENT BEING ANALYZED 
[126J F2+.(ACT[;2]=E[M;1])/lNA 
[127.JA IF FLAGS FOR ALL SUCH ACTIVITIES ARE SET. UPDATE EVENT. 
[12SJ FLAGS+.C[F2;7] 
[129J -+(~(A/FLAGS»/G07 

[130JA EXPECTED DATE FOR EVENT IS LATEST COMPLETION DATE OF ALL ACTIVITIES 
[131]A LEADING TO THE EVENT 
[132j E[M;2]+r/C[F2;3] 
[133J E[M;5J+-l 
[134JG07:-+(M=NE)/GOS 
[135 j M+M+ 1 
[136J .... G06 
[137]R IF ALL EVENT FLAGS ARE SET. ALL EXPECTED DATES ARE RESOLVED AND 
[13S]R FORWARD PART OF ANALYSIS IS COMPLETE 
[139]G08: .... (-(A/E[;S]»/G002 
[140JA FORWARD ANALYSIS COMPLETED. REVERSE NEXT 
[141]R ZERO OUT FLAGS FOR RE-USE 
[142J E[;5J+O 
[ 143 ] C[; 7 J+O 
[144J E[NE;3]+LATEST 
[14Sj E[NE;5J+l 
[146]R N IS ACTIVITY INDEX 
[147JG020:N+l 
[14S]R F1 IS REF. NO. IN E FOR ENDING EVENT OF ACTIVITY 
[149]G021:Fl+B21ACT[N;2] 
[150J ~(-(E[F1;SJ=1)A(C[N;7J=O»/G022 

[151J C[N;5]+E[F1;3] 
[152J C[N;4]+C[N;5]-C[N;1] 
[153J CCN;7J+1 
[154]G022:~(N=NA)/G023 

[155 J N+N+l 
[156J ~G021 

[157]R M IS EVENT INDEX 
[ 1 5 S ] C02 3 : M+ 1 

123
 



[159jG024:~(E[M;5J=1)/G025 

[160]A F2 IS A LIST OF ACTIVITIES WHOSE BEGINNING EVENT IS EVENT BEING ANALYZED 
[161J F2+.(ACT[;1]=E[M;1])/lNA 
[162]A IF FLAGS FOR ALL SUCH ACTIVITIES ARE SET. UPDATE EVENT 
[163J PLAGS+.CCP2;7] 
[164J ~(-(A/FLAGS»/G025 

[165]A LATEST DATE FOR EVENT IS EARLIEST START DATE OF ALL ACTIVITIES COMING F 
ROM THE EVENT 

[166J E[M;3J+L/C[F2;4] 
[167J E[M;5J+l 
[168JG025:~(M=NE)/G026 

[169] M+M+ 1 
[170J -+G024 
[171]R	 IF ALL EVENT FLAGS ARE SET. ALL LATEST DATES ARE RESOLVED AND NETWORK A 

NALYSIS IS NEARLY COMPLETE 
[172]G026:-+(-(A/E[;5]»/G020 
[173]R COMPUTE SLACK 
[174J E[;4J+E[;3J-E[;2J 
[175]A DETERMINE CRITICAL PATH 
[176J CRIT+(E[;4J=(L/E[;4]»/E[;1] 
[177JA CALL NET2 POR OUTPUT REPORT 
[178J NET2 

V 

'OJ NET2 
[lJ A THIS FUNCTION PRODUCES OUTPUT OF CPM OR PERT NETWORK ANALYSIS. IT 
[2J A ACCEPTS VALUES FROM FUNCTION NET1 WHICH CALLS THIS FUNCTION AS ITS 
[3J A LAST STATEMENT. THIS FUNCTION SHOULD NOT BE USED ALONE. NETWORK 
[4J A ANALYSIS SHOULD BE INITIATED BY EXECUTING NETINFO OR NET!. THE FORMER 
[5J A PROVIDES A DESCRIPTION OF THE WORKSPACE PRIOR TO GIVING THE USER THE 
[6J A OPTION OF PERFORMING NETWORK ANALYSIS. THIS FUNCTION REFERENCES 
[7] R AFMT WHICH MAY NOT BE AVAILABLE ON SOME SYSTEMS. 
[8 ] R 

[9J A RESULTS OF THE NETWORK ANALYSIS ARE CONTAINED IN VECTOR CRIT WHICH IS 
[10J A THE CRITICAL PATH EVENTS AND IN ARRAYS E AND C. ARRAY E CONTAINS 
[11J A EVENT INFORMATION.ONE ROW IS ASSIGNED TO EACH EVENT. 
[12J A COLUMNS IN ARRAY E ARE DEFINED AS FOLLOWS: 
[13J A (1) EVENT NUMBER (2) EXPECTED DATE (3) LATEST DATE 
[14J A (4) SLACK (5) STATUS FLAG 
[15J A ARRAY C CONTAINS ACTIVITY INFORMATION. ONE ROW IS ASSIGNED TO EACH 
[16J A ACTIVITY. COLUMNS IN ARRAY C ARE DEFINED AS FOLLOWS: 
[17j A (1) EXPECTED TIME (2) EXPECTED START DATE (3) EXPECTED 
[18J A COMPLETION DATE (4) LATEST START DATE (5) LATEST COMPLETION DATE 
[19J A (6) STANDARD DEVIATION (PERT ONLY) (7) STATUS FLAG 
[20] A 

[21J A VECTORS 1= ON CRITICAL PATH 0= NOT ON CRITICAL PATH 
[22J A CPAC IS ACTIVITY VECTOR CPEV IS EVENT VECTOR 
[23J CPAC+(ACT[;1]€CRIT)A(ACT[;2]€CRIT) 
[24J CPEV+E[;l]€CRIT 
[25]	 ' , 
[26J 'CRITICAL PATH:' 
[27J ' , 
[28j CRIT+(l.pCRIT)pCRIT 
[29] 'P[!]-+{!II 3' 6FMT(CRIT) 
[30J ' , 
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[31J '~EXPECTED COMPLETION DATE FOR PROJECT: ~.F7.2' ~FMT(E[NE;2J) 
[32J ' , 
[33J '~SLACK: ~.F7.2' ~FMT(E[NE;4J) 
[34J ' , 
[35J R CPM NETWORKS BRANCH TO LABEL G030 
[36J ~(Z=3)/G030 

[37J A PROBABILITY ANALYSIS FOR PERT NETWORKS ONLY 
[38J QUES1:'DO YOU WANT TO INPUT COMPLETION DATE(S) FOR COMPUTATION OF Z VALUES 

[39J 'FOR THE NORMAL PROBABILITY DISTRIBUTION? ANSWER YES OR NO.' 
[40J ~(G031,G030,QUES1)['YN'11t,~J 

[41j G031:' , 
[42] A COMPUTE STANDARD DEVIATION FOR THE NETWORK 
[43 J STDEV+(+/(C[;6J*2)xCPAC)*0.5 
[44J ~(STDEV=Q ) / G03 a 
[45J 'INPUT COMPLETION DATE(S):' 
[46J A+ ,0, ,[47j 
[48J '~NETWORK STANDARD DEVIATION:~,F7.2' ~FMT(STDEV) 
[49J ' , 
[50J A COMPUTE Z VALUES 
[51J K+(A-E[NE;2])+STDEV 
[ 52 J K+ ( 1, pK) pK 
[53J '2 VALUES:' 
[ 54 j , , 

[ 55] ' X5 , F 7 . 3' ~FMT K 
[56 ] ' , 
[ 57] -+QUE 81
 
[ 58 J G030 :' ,
 
[59J QUES2:'FOR COMPLETE EVENT AND ACTIVITY ANALYSIS, TYPE MORE.'
 
[60J 'TO EXIT PROGRAM TYPE STOP.'
 
[61 j ~(G032,O,QUES2)['MS'11t,~J
 

[62 ] G032:' , 
[63J ' , 
[64 ] EVENT ANALYSIS' 
[65J ' , 
[66 ] EVENT EXPECTED LATEST ON CRITICAL' 
[67 j NUMBER COMPLETION DATE DATE SLACK PATH 
[68]	 R HAND J ARE VECTORS CONTAINING EVENT NUMBERS, -nrNT ~ J[N] REPRESENTS 

AN ACTIVITY 
[69 ] H+ACT[ ;1 ] 
[70 ] J+ACT[;2 ] 
[71J A ARRAY E WITH EVENT FLAG COLUMN REMOVED 
[ 72 J DATA1+(NE,4 }tE 
[73] G+NEp' , 
[74 ] A ARRAY G IS * FOR 'ON CRITICAL PATH' AND BLANK FOR 'NOT ON CRITICAL 
[75] A PATH' USED IN EVENT ANALYSIS 
[76J N+l 
[77J G034:~(CPEV[N]=O)/G035 

[ 78 J G[N ]+' *' 
[79J G035:~(N=NE)/G036 

[ 80 J N+N+l 
[ 81 J -+G034 
[ 82 ] G036 :' ,
 
[83 J 'X4.13,X12,F6. 2,X9,F6. 2,X6,F6. 2,X11,.41' lJ.FMT(DAf71Al;G)
 
[84J G+NA o " ,
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[85J A ARRAY G IS * FOR 'ON CRITICAL PATH' AND BLANK FOR 'NOT ON CRITICAL 
[86J R PATH' USED IN ACTIVITY ANALYSIS. 
[87J N+l 
[88J G038:~(CPAC[N]=O)/G039 

[ 89] G[ N ] +-' * ' 
[90J G039:~(N=NA)/G040 

[91 ]	 N+-N+1 
[ 92 ] ~G03 8 
[ 93 j G040:' , 
[ 94 ] ' ,
 
[95 J ' ,
 
[96j A CPM NETWORKS BRANCH TO COSO
 
[97J ~(Z=3)/G050
 

[98J R PRODUCE PERT ACTIVITY REPORT
 
[99J PERT ACTIVITY ANALYSIS'
 
[100J ' ,
 
[101]A ARRAY C WITH ACTIVITY FLAG COLUMN REMOVED. 
[102j DATA1+(NA,6)+C 
[103J ' EXPECTED EXPECTED EXPECTED LATEST L 

ATEST STANDARD ON CRITICAL' 
[104J ' ACTIVITY TIME START COMPLETION START COM 

PLETION DEVIATION PATH 
[105J	 ' , 
[ 1 0 6 ]	 'I 3 , ~ -+~ • I 3 , X 7 • F 6. 2, X 9 , F 6. 2, X 9 • F 6. 2, X 8 , F 6. 2, X 7 , F 6. 2, X 7 , F 7 • 3, Xl 3 •.4 l' fj,FMT ( H 

;J;DATA1;G) 
[ 107 j	 ~O 

[108]G050:' , 
[109JA PRODUCE CPM ACTIVITY REPORT
 
[110J DATA1+(NA,5)tC
 
[111J ' CPM ACTIVITY ANALYSIS'
 
[112J ' ,
 
[113]	 ' EXPECTED EXPECTED EXPECTED .LATEST L 

ATEST ON CRITICAL' 
[114J	 ' ACTIVITY TIME START COMPLETION START ~ 

prEPION PATH 
[115J ' , 
[116J 'I3,~~~,I3.X7.F6.2.X9,F6.2,X9tF6.2tX8tF6.2tX7tF6.2tX12,Ai'AFMT(H;J;DATAl 

; G) 
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3.13 

INTERACTIVE OPTIMIZATION OF A PRODUCTION SYSTEM 

Thomas J. Schriber 
Professor of Management Science 

Graduate School of Business Administration 
The University of Michigan 

Ann Arbor, Michigan 

DESCRIPTION 

The APL model presented here uses Monte Carlo methods to 

simulate the behavior of a simplified production system. The 

system involves two independent random variables, one dependent 

random variable, and two decision variables. Given particular 
cost information, the problem is to find decision-variable values 

which minimize the average daily cost of the production process. 

This implies the need to experimentally investigate the nature 

of a cost surface, searching across the surface in an attempt to 

find its low point. In general, such a search can be conducted 
according to one or more formalized searching strategies, or it 

can be based solely on informal strategies which the investigator 

devises intuitively. No searching strategy is built directly 
into the model given here; it consequently falls to the user to 
supply either a formal or an informal strategy for searching the 

cost surface efficiently and successfully. The model supports 

the search by letting the user interactively estimate the cost 

consequences of various alternative values (s)he chooses for the 

decision variables. 
Assignments involving use of this model, or models similar 

to it, can be appropriate for a variety of audiences and in a 
variety of settings. Some of the possibilities are suggested 

below. 
- The model can be used (as one in a series of 

computer models) in a "computer applications 
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in business" course to illustrate one way the
 

computer can be employed to support decision
 

making in the firm.
 

- As a more specific alternative to the above, the 
model can be brought into play in a course in 

production and operations management to suggest 

one mode of computer use in a production context. 

- The model can be used in an introductory course 
in a discrete-event simulation as an example of the 
type of modeling in which the students themselves 

will engage. 

- It can be used in a second-level course in computer­
implemented algorithms to motivate the student of 
methods for seeking optima. 

The model may be of interest in courses dealing 
with probability and statistics. The production 

system on which the model is based has the flavor 
of a practical problem involving a combination of 
random variables whose complete analytic manipulation 

is difficult or impossible; in this sense, the 
underlying model demonstrates an alternative method 

for determining the properties of dependent random 

variables. In addition, for any given choice of 
decision-variable values, the model can be used 
to estimate the sampling distribution of a statistic 
of interest (e.g., average daily cost). Finally, 

the model can be used to explore the behavior of 
the distribution of the average daily cost estimator 

as a function of sample size (that is, as a function 

of the duration of each simulation). 
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I Use of the model does not require previous computer experience. 
he user should understand the fundamental concepts of "rel ative 

frequency," but these concepts can be motivated intuitively for 
the purpose at hand; as a result, no course in probability and/or 
statistics is prerequisite to use of the model. Within these 
guidelines, and subject to whatever other requirements may be 
implied in the above list of suggested applications, the model 
could be used by students at any level in the curriculum. 

It might be noted here that the model is designed to protect 
itself against IIbad data ll which the user might accidentally or 
intentionally feed to it. That is, the model examines all infor­
mation inputted to it by the user, and determines whether the 
information ;s feasible in the context of the problem. If 

infeasible information is detected, the model asks the user to 

re-enter the information in question. For example, the model 
will not accept negative values for relative frequencies, it 
requires that relative frequencies sum to one hundred percent, 
and so on. A later section in this paper displays a sample ses­
sion in which a hypothetical user deliberately tries to get the 
model into trouble, and shows how the model responds to such a 
user. 

Provided below, under section headings entitled Instructions 
for Use and Sample Use, is a "user's writeup" which includes 
the following: 

- A description of the production system 
- An indication of the problem to be solved 
- A description of a formalized searching strategy 
- An illustration of model use 

In spirit, the user's writeup is designed to be a self-contained 
problem statement from which copies can be made for distribution 

to students. Of course, instructors who decide to use the 
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problem might want to modify the userls writeup to suit their 
own purposes. For example, the writeup presented here describes 
the univariate searching strategy as one which might be employed 
to explore the cost surface in methodical fashion. Those who 
assign the problem might prefer to let their students develop 
their own heuristics spontaneously as a user-conducted search 
proceeds; or, it might be thought preferable to have the students 

follow some formalized searching strategy other than that of 
univariate search. 

This problem was originally composed by the author to 
meet several differing needs for such a problem-model combination 
in the business curriculum at The University of Michigan. The 
system described here has been modeled in FORTRAN1 and in GPSS.2 
Variations on the problem described here have been presented in 
SIMULETTER, the quarterly publication of ACM1s Special Interest 

Group for Simulation. 3 

_I~tructton~ .for Use, 

Statement of the Problem 
In a certain factory, a goal of management is to operate 

50 machines of a particular kind 8 hours a day, 5 days a we~k. 

Management owns 50 machines of the kind in question, and employs 
50 machine operators (one per machine), so that this operating 
objective can be met, at least in theory. In practice, however, 
a problem arises in that each of the machines is subject to ran­
dom failure. Whenever a machine fails, it must of course be taken 
out of operation. It is then routed to an in-house repair shop, 

See FORTRAN Applications ~ Business Administration, Vol. II, 
edited by Thomas J. Schriber and Laurence A. Madeo, The Univ­
ersity of Michigan, Ann Arbor, Michigan, 1971, pp. 385-422. 

2	 See Simulation Using GPSS, by Thomas J. Schriber, John Wiley 
& Sons, Inc., New York, 1974, pp. 112-120. 

3	 See SIMULETTER, Vol. 5, No.3, April 1974, pp. 75-76. 



~here it is eventually repaired. Meanwhile, unless backup machines 

are available to supplement the 50 owned machines, management's 
operating objective is not being met. 

Management estimates that the profit opportunity which is 

foregone whenever fewer than 50 machines are in operation at all 
times during the 40-hour work week is $22.50 per hour per machine. 

For example, if only 47 machines are being operated during a 
given 2-hour period, then the associated profit opportunity which 
is foregone is $135 ($22.50 times 3 times 2). For various reasons, 
any under-capacity operation which might come about cannot be 
made up by working overtime. Management does have the option, 
however, to supplement the 50 machines it owns by leasing (renting) 

machines of like kind on a long-term basis at a cost of $30 per 
day per machine. (The leasing charges are independent of the 

extent to which the leased machines are actually used.) Management 
also can decide how many repairmen to employ for the purpose of 
repairing failed machines. For example, it might be decided to 
hire 2 repairmen, and to lease 9 machines. The Figure 1 diagram 
then shows what the overall state of affairs might be in the system 
at some arbitrary time. Each square in the diagram represents a 
machine. Squares without an X in them denote machines which are 
either being operated, or are in backup status, ready for use 

when needed. Squares with an X in them signify machines which 
either are being repaired, or are queued up waiting to go into 
repair. Of the 59 machines in this hypothesized situation, then, 
2 are in repair; 2 are queued for repair; 5 are in backup status; 
and the other 59 are being operated. 

Assignment 

Your task is to determine for management that combination 

of repairmen-hir~d and machines-leased which will minimize the 

average daily cost of the production process. To help you in 
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task, a computer model has been built to simulate the operation 

of the factory. You are to work with the model to conduct a 
search for that hire-lease combination which minimizes the 
average daily cost of operating the factory. Pertinent lifetime 

and repairtime data for the machines in question are given below~ 

and various modeling assumptions are stated. A strategy is also 
described for methodically searching for the minimum-cost hire­
lease combination. Finally, the history of a typical session 
involving use of the available computer model is shown. 

After scanning the sections on data and modeling assumptions, 
you should do the following: 

- Study the section on searching strategy 

- Review the specifics of the sample session 
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- Go to a computer terminal and use the model 

perform the requested optimization. 

to 

- Write up and hand in a brief report to management, 

summarizing the results of your investigation and 

providing your final recommendations. 

Data 

Based on past records, the lifetime of a machine which has 
just been repaired is distributed as follows: 

Lifetime, Hours: 

Relative Freguency, %: 
110 

3 

120 

6 

130 

8' 

140 

12 

150 

21 

160 

17 

170 

11 

180 

9 

190 

8 

200 

5 

Records also indicate that the time required to repair a 

failed machine (not counting any time spent waiting to go into 

repair) follows the distribution given below. 

Repairtime, Hours: 

Relative Frequency, !: 
4 

7 

5 

10 

6 

16 

7 

20 

8 

15 

9 

11 

10 

10 

11 

8 

12 

3 

Modeling Assumptions 

The computer model which simulates operation of the factory 
is based on the following assumptions. 

- The time required to replace a failed machine with 
a backup machine is negligibly small. 

- Owned machines and leased machines are virtually 

identical to one another. They are characterized 
by the same lifetime and repairtime distributions. 

Like owned machines, when leased machines fail 

they are repaired in-house. 

- The lifetime and repairtime distributions are 

independent of a machine's operating history. 
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- Machines are taken out of operation only when they 

fai 1. 

- Repairmen always work on an individual basis, one 

repairman per machine being repaired. (Idle 

repairmen cannot team up with busy repairmen to 
speed up the process of completing a machine1s 

repair.) 

- Each simulation performed with the model starts 
with the factory at typical II st eady state" condi­

tions. For example, at startup time those machines 

being operated already have used up some randomly­

chosen fraction of their current lifetime. (The 

random fraction is determined separately, machine 
by machine.) This means that transient phenomena 
do not have to be taken into account in interpreting 

statistics printed out by the model at the end of 
each simulation. 

Strategy for Use of the Model 

The model is to be used to estimate the hire-lease combina­

tion which minimizes the average daily cost of running the factory. 

Some thought should be given then, to the way the cost is expected 

to behave as various hire-lease combinations are considered. For 
a fixed number of repairmen, average daily cost will vary with 

IImachines rented" as shown in Figure 2. With too few rented 

machines, costs are high because of the foregone profit opportuni­

ties resulting from under-capacity operation. With too many 

rented machines, costs are also high because the leasing fee is 
being paid to provide more supplemental machines than are 

necessary. Somewhere between these two extremes, the average 
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cost can be expected to pass through a minimum, as is suggested 

in Figure 2. 
Similarly, for a given number of rented machines, the 

influence of "repairmen hired" will follow the pattern in Figure 3. 
With too few repairmen, high average costs are experienced 
because the cost component associated with under-capacity operation 

is large. With too many repairmen, costs are high because the wage 
component is larger than it need be. It is reasonable to expect 
that average daily cost goes through a minimum somewhere between 
these two extremes, as per Figure 3. 

A three-dimensional perspective of the situation is 
suggested in Figure 4. Note that the mesh points in the grid 

laid down in the Figure 4 hired-rented plane represent feasible 

(that is, non-negative and integer-valued) choices of values for 

the decision-variable pair. Located above each of these mesh 

points, in the third dimension, is the expected value of the daily 

cost corresponding to that particular hire-rent alternative. 
(These cost points are not shown in Figure 4.) The collection 

of all such cost points forms a cost surface in the third 
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dimension. (The term "surface," although suggestive, is a bit 

misleading here. The points do not actually form a surface; 
instead, they simply form a collection of discrete values, with 

no continuum joining them.) Figures 2 and 3 are then simply 
contours through this cost surface. 

It can be argued that the cost surface in this problem 

is like that of an irregularly shaped bowl. More specifically, 

it can be argued that the cost is a unimodal function of the two 

decision variables involved. A function is unimodal if the 
independent variables are altered in an (arbitrarily) given 

direction, and if the resulting values of the function are found 

initially to decrease down to some minimum, and then to rise again. 
In such functions, as the name suggests, there is only a single 
low point. Note the consistency between the concept of unimodality, 

and the shape of the Figure 2 and Figure 3 contours through the 
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cost	 surface. 4 

Given that the cost surface is unimodal, the search for the 

optimal hire-rent combination, then, is essentially a search 

for the only "lowest point ll on the cost surface. This unimodality 

can be exploited by employing a univariate searching strategy to 

seek the conditions under which the cost function assumes its 

minimum value. Briefly, the univariate strategy involves moving 
through the search domain along successive contours until all 

more promising directions of movement have been exhausted. In 

the context of the problem at hand, the specifics of a univariate 
search are outlined below. 

(1)	 Perform a simulation with the model to estimate 
the average daily cost associated with some first 

choice of a hire-rent combination. (In this 

problem, preliminary hand computations can be 

carried out to estimate a reasonable hire-rent 

combination with which to begin.) 

(2)	 Holding the "number hired" constant, vary the 
"number rented" and perform corresponding 

simulations until the low point in the corres­

ponding cost contour has been found. This 
corresponds to finding the low point in Figure 2. 

(3)	 Holding the II number rented ll constant at its low­

point value from (2), vary the "number hired ll 

and perform corresponding simulations until the 
low point in that cost contour has been found. 

4	 For more information about the concept of unimodality, see 
Beveridge and Schecht€r~ Optimization: Theory and Practice, 
McGraw-Hill, New York, 1970, and Wilde and Beightler, 
Foundations of Optimization, Prentice-Hall, Englewood Cliffs, 
N.J.,1967.­
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This ;s equivalent to finding the low point in 

Figure 3. 

(4)	 Is the final hire-rent pair in (3) the same as 

that in (2)? If not, return to (2). Otherwise, 
go to (5). 

(5)	 Call the best hire-rent combination found so far 

the tentative optimum. As a final check, simulate 

for the as-yet-uninvestigated hire-rent combina­
tions (if any) surrounding this tentatively 

optimal combination. 

(6)	 Is the lowest-cost point in (5) that of the 
tentative optimum? If so, the search is finished. 
If not, let the lowest-cost point be the new 

tentative optimum, and return to (5). 

In carrying out the steps just described, it is helpful to 
enter the various cost points in a grid as the search proceeds. 

Figure 5 provides a grid which can be used for this purpose. 
It should now be clear where the univariate searching strategy 

gets its name. Only one decision variable is permitted to vary 
at a time, while the other is held constant (or, more generally, 
while the others are held constant). Of course, the univariate 

searching strategy involves a well defined, step-by-step procedure, 
meaning it can be programmed and need not necessarily be carried 

out interactively by a person sitting at a computer terminal. 

(For a FORTRAN sUbroutine which implements the generalized uni­
variate searching strategy, see "Use of An External Optimizing 
Algorithm with a GPSS Model,tt by Robert M. Lefkowits and Thomas J. 

Schriber, Proceedings of the Fifth Conference on Applications of 
Simu1at ion, 1971, pp. 1-6. ) 
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Note that in a simulation context, a potential problem can 

arise with ~ searching strategy because each simulation only 

provides an estimate of the expected daily cost. If the variability 

of the estimator is high (because, for example, each simulation 

is of short duration), it is possible to draw a false conclusion 

about where the low cost point is located. (Strictly speaking, 

before the computer model is employed for optimization purposes, 

it should be used to study the behavior of the cost estimator as 

a function of the duration of simulation. Statistical methods 

should then be used either to determine point estimates of the 

expected cost values, or to construct interval estimates of the 

expected cost values at whatever is judged to be an acceptable 

confidence level. For simplicity here, it is simply recommended 

that each simulation be performed for 200 working days, and that 

the resulting average daily cost be taken as a point estimate of 

the expected cost value.) 

Sample Use 

Use of the computer model is illustrated in the sample 

sessions displayed in the following section. Lifetime and repair­

time data used in these sessions are identical to those given 

earlier in the statement of the problem. This is also true of 

the cost data. The recommended simulation span of 200 days has 

been used for each of the two simulations performed in the sample 

session. 

The first sample session should be largely self-explanatory. 

The model requests information from the user by issuing questions 
such as HOW MANY VALUES CAN THE LIFETIME RANDOM VARIABLE ASSUME? 

and commands such as ENTER THE VARIOUS LIFETIME VALUES. The user 

responds by typing in numbers on some occasions and by typing in 

words on other occasions. The dialogue between the model and the 
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user is easily followed simply by reading through this sample 

session. With the sample session in hand, even a first-time 

computer user can sit at a terminal and engage in a similar 
dialogue with the model almost without effort. 

The second sample session ;s designed to demonstrate how 

the model analyzes the user inputs for feasibility. As in the 

first session, this second session should be self-explanatory. 

As this session suggests, every attempt has been made to design 
the model to trap infeasible data inputs, notify the user when 
infeasible data are encountered, and give the user an immediate 
opportunity to type in acceptable information. 

Comments on the Program Listing 

Following the sample sessions is a complete listing of the 
model. Except for using the public functions IPI, INP, and 8FMT, 

the model ;s self-contained. (Code for the input functions IPI 

and INP is provided in an appendix to this monograph. ~FfilT is a 

proprietary function of the Scientific Time Sharing Corporation, 
and is available in their APL/Plus System. The user who does 
not have access to APL/Plus can substitute his own logic in 
place of ~FMT. In this model, that would not be unduly difficult 

to do.) 
The model consists of 15 functions (modules). The first of 

these functions, ~STER~CONTROL, acts as a logical main program. 

MWSTER~CONTROL systematically routes control to each of the other 

functions which make up the overall package. The names of these 

other functions have been chosen to suggest their role in context 
(e. g., GET~LIFE~DATA, GETMEPAIR~DATA, SIMUI,ATE, PRODUCE~REPORT). 

All variables in the model are global in type, which paves the way 

for ease of communication among the various modules. 
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The last point to be made involves the amount of CPU time 
required to simulate with this model. Each 20D-day simulation 
performed in the first sample session required about 12 CPU seconds 
on UCLA's IBM 360/91 computer. Of course, Monte Carlo simulations 
are known for the computer time they may require, and this is 
compounded here by the fact that APL is an interpretive language. 
Those who might choose to use this model for pedagogical purposes 
should take this rather large CPU-time requirement into account. 
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PROGRAM US,l\GE 

)LOAD HUN~PACKAGE 

SAVED 16.18.21 07/11/75 

HOW MANY VALUES CAN TdE LIFETIME RANDOM VARIABLE ASSUME? 
( 6'NT E11 AN UN5 I Gtv ED I NT EG1£ R > 0): 1 

ENTKR ThE VARIOUS LIFETIME VALUES: 225 

ENTER THE CORRESPONDING RELATIVE FREQUENCIES 
(AS PERC ENTAGES) : 100 

HOW MANY VALUES CAN THE REPAlhTIME RANDOM VARIABLE ASSUME? 
(ENTER AN UNSIGNED INTEGER> 0): FIDDLESTICKS 
PLEASE ENT&R POSITIVE INTEGER(S): -5 
PLRASE ENTER POSITIVE INTEGER(S): 0 
TRY AGAIN 

HOW MANY VALUES CAN THE REPAIRTIME RANDOM VARIABLE ASSUME? 
(ENTER AN UNSIGNED INTEGER> 0): +4 
PLEASE ENTER POSITIVE INTEJ@R(S): 4 

ELVTEfr THE VARIOUS REPAIRTIME VALUES: 50 
ENTEE 3 MOhE VALUES 60 70 80 90 
TOO MANY VALUES ENTERED~ SHOULD HAVE ENTERED 3 VALUES 
ENTEh 3 MORE VALUES 60 70 80 

ENT~R THE COhRESPONDING RELATIVE FREQUENCIES 
(AS PERCENTAGES): 15 20 25 20 
YOUR RELATIVE FREQUENCIES SUM TO 80 PERCENT 
TRY AGAIN 

ENTER THE CORRESPONDING RELATIVE FREQUENCIES 
(AS PERCRNTAGES): 20 25 30 25 

~NTER THE REPAIRMEN'S WAGES (IIMAN-HOUR): 5.75 
NEGATiVE VALUES ARE NOT VALID~ TRY AGAIN 

ENTER ThE H&PAIRMEN'S WAGES (IIMAN-HOUR): THEY EARN TOO MUCH! 
NONE NUMERIC INPUTS ARE INVALID~ TRY AGAIN 

ENTER THE REPAIRMEN'S WAGES (tIMAN-HOUE): 7.50 

ENTER THE MACHINE LEASING CHARGE ($/MACHINE-DAY): $25.50 
NONE NUMERIC INPUTS ARE INVALID~ TRY AGAIN 

ENTER THE MACHINE LEASING CHARGE ($IMACHINE-DAY): 25.50 

ENTER THE PRODUCTION CAPACITY (I.E.~ THE NUMBER 
OF MAChINES WHICH CAN bE OPERATED SI~ULTANEOUSLY): 0 
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TRY AGAIN 

ENTER THE PRODUCTION CAPACITY (I.E., THE NUMBER 
OF MACHINES WHICH CAN BE OPERATED SIMULTANEOUSLY): 50 

ENTER THE LOST PRODUCTION PENALTY ($/MACHINE-HOUR): +10 
NONE NUMERIC INPUTS ARE INVALID, TRY AGAIN 
ENTER THE LOST PRODUCTION PENALTY ($/MACHINE-HOUR): 10 

HOW MANY REPAIRMEN SHOULD THERE BR IN TOTAL?: NONE 
PLEASE ENTER POSITIVE INTEGER(S): 0 
TRY AGAIN 

HOW MANY REPAIRMEN SHOULD THERE BE IN TOTAL?: 5 

HOW MANY LEASED MACHINES SHOULD THERE bE IN TOTAL?: 0 

FOR HOW MANY 8-HOUR DAYS DO YOU WANT TO SIMULATE?: 0 
TRY AGAIN 
FOR HOW MANY a-HOUR DAYS DO YOU WANT TO SIMULAT~?: 500 
PLEASE ENTER POSITIVE INTEGER(S): 250 

~O. OF DAYS SIMULATED: 250 
REPAIRMtN HIRED: 5 
AVERAGE REPAIRMEN IN USE: 4.97 
DAILY PAYROLL EXPENSE: $300.00 
MACHINES LEASED: a 
DAILY LEASING EXPENSE: $0.00 
AVERAGE DAILY 
UNDEE-PRODUCTION LOSSES: 

AVERAGE DAILY COST: 

WHAT DO YOU WANT TO DO NEXT? 

144
 



YOUR CHOICES ARE AS FOLLOWS ... 

IF YOU 
T.lE.E. Iii·.· 

YOU 
~~L 

WILL BE GIVEN A CHANCE TO 
A ~~~ [d~Q~ EQR··. 

HIRED 
LEASED 
RUN-LENGTH 

MEN-HIRED 
MACHINES-LEASED 
DURATION OF SIMULATION 

IF YOU 
trEE. Ill .. · 

SIMULATE 
DONE 
EXPLAIN 

ANOTHER SIMULATION WILL BE PERFORMED 
YOUR USE OF THE MODEL WILL END 
THIS LIST OF CHOICES WILL BE TYPED OUT 

(YOU ONLY NEED TYPE IN THE FIRST LETTER IN EACH CAS&) 

WHAT IS YOUR CHOICE? 

HIRED 

HOW MANY REPAIRMEN SHOULD THERE BE IN TOTAL?: 3 

WHAT DO YOU WANT TO DO NEXT? 

LEASED 

HOW MANY LEASED MACHINES SHOULD THERE BE IN TOTAL?: 

WHAT DO YOU WANT TO DO NEXT? 

SI.'vJU LATE: 

NO. OF DAYS SIMULATED: 200 
REPAIRMEN HIRED: 3 
AVERAGE REPAIRMEN IN USE: 2.43 
DAILY PAYROLL EXPENSE: $'162.00 
MACHINES LEASED: 5 
DAILY LEASING EXPENSE: $150.00 
AVERAGE DAILY 
UNDER-PRODUCTION LOSSES: $58.08 

AVERAGE DAILY COST: ,$'250.08 

WHAT DO YOU WANT TO DO NEXT? 
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)LOAD RUN6PACKAGE 
SAVED 16.18.21 07/11/75 

HOW MANY VALUES CAN THE LIFETIME RANDOM VARIABLE ASSUME? 
(ENTER AN UNSIGNED INTEGER> 0): 10 

eNTER THE VARIOUS LIFETIME VALUES: 110 120 130 140 150 160 170 180 
ENTER 2 MORE VALUES 190 200 

ENTER THE CORRESPONDING RELATIVE FREQUENCIES 
(AS PERCENTAGES): 3 6 8 12 21 17 11 9 8 5 

HOW MANY VALUES CAN THE REPAIRTIME RANDOM VARIABLE ASSUME? 
(ENTER AN UNSIGNED INT~GER > 0): 9 

ENTER THE VARIOUS REPAIRTIME VALUES: 4 5 6 7 8 9 10 11 12 

ENTER THE CORRESPONDING RELATIVE FREQUENCIES 
(AS PERCENTAGES): 7 10 16 20 15 11 10 8 3 

ENTER THE REPAIRMEN'S WAGES (tiMAN-HOUR): 6.75 

ENTER THE MACHINE LEASING CHARGE ($/MACHINE-DAY): 30 

ENTER THE PRODUCTION CAPACITY (I.E., THE NUMBER 
OF MACHINES WHICH CAN BE OPERATED SIMULTANEOUSLY): 50 

ENTER THE LOST PRODUCTION P~NALTY ($/MACHINE-HOUR): 22.50 

HOW MANY REPAIRMEN SHOULD THER~ BE IN TOTAL?: 5 

HOW MANY LEASED MACHINES SHOULD THERE BE IN TOTAL?: 3 

FOR HOW MANY 8-HOUR DAYS DO YOU WANT TO SIMULATE?: 200 

NO. OF DAYS SIMULATED: 200 
REPAIRMEN HIRED: 5 
AVERAGE REPAIRMEN IN USE: 2.39 
DAILY PAYROLL EXPENSE: $270.00 
MACHINES LEASED: 3 
DAILY LEASING EXPENSE: "90.00 
AVERAGE DAILY 
UNDER-PRODUCTION LOSSES: $67.12 

AVERAGE DAILY COST: /367.12 

WHAT DO YOU WANT TO DO NEXT? 
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6 

LEASED 

HOW MANY LEASED MACHINES SHOULD THERE BE IN TOTAL?: 

WHAT DO YOU WANT TO DO NEXT? 

SIMULATE 

NO. OF DAYS SIMULATED: 200 
REPAIRMEN HIRED: 3 
AVERAGE REPAIRMEN IN USE: 2.38 
DAILY PAYROLL EXPENSE: $162.00 
MACHINES LEASED: 6 
DAILY LEASING EXPENSE: $180.00 
AVERAGE DAILY 
UNDER-PRODUCTION LOSSES: $4.82 

AVERAGE DAILY COST: $196.82 

WHAT DO YOU WANT TO DO NEXT? 

DONE 
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PROGRAM DESCRIPTION
 

V PRODUCE~REPORT 

[ 1 J kR~ ' R~EQRr_QN-~lM~~dLIQN_R~Q~kLQ '~QR 

[2J '~NO. OF DAYS SIMULATED:~~I10' 6FMT(DAYS) 
[3J '~REPAIRMEN HIRED:~,I16' ~FMT(HIRED) 
[4 ] '~AVERAGE REPAIRMEN IN USE:~,Fl0.2' 6FMT(MEN6USEfCLOCK) 
[5 ] PAY+8xHIREDxWAGE~RATE 

[6 ] '~DAILY PAYROLL EXPENSE:~~CP~$~F13.2' 6FMT(PAY) 
[7J '~MACHINES L~ASED:~~I16' ~FMT(LEASED) 
[ 8 ] '~DAILY LEASING EXPgNSE:~~CP~$~F13.2' ~FMT(LEASEDxLEASE~RATE)
 

[9J LP~LOSS+«PROD~CAPACITYxCLOCK)-MACH6USE)xLOSS~RATEfDAYS
 

[10J 'AVERAGE DAILY'
 
[11J '~UNDER-PRODUCTION LOSSES:~,CP~$~F11.2' ~FMT(LP~LOSS)
 

[12J (35p'-')
 
[ 13 ] '~AVERAGE DAILY COST:~,CP~$~F16.2' AFMT(+/PAY~LEASE~RATE,LPALOSS)
 

[14J (35p'-')
 
v 

V EXPLAIN~CHOICES 

[lJ QR~ 'YOUR CHOICES ARE AS FOLLOWS ... ',(ft 
[2 ] 'IF YOU YOU WILL BE GIVEN A CHANCE TO' 
[3J 'fIE[ IN.. · ~~L A ~[~ [Ak~~ EQR· .. '~QR 
[4J 'HIRED MEN-HIRED' 
[5 ] 'LEASED MACHINES-LEASED' 
[6 ] 'RUN-LENGTH DURATION OF SIMULATION',QR~(R, 'IF YOU' 
[7J 'LIE~ IN··· ~~dL ~IL~ a~EE~~ I~··. ',(R 
[8J 'SIMULATE ANOTHER SIMULATION WILL BE PERFORMED' 
[9 ] 'DONE YOUR USE OF THE MODEL WILL END' 
[10J 'EXPLAIN THIS LIST OF CHOICES WILL BE TYPED OUT'~kR 

[11J '(YOU ONLY NEED TYPE IN THE FIRST LETTER IN EACH CASE)' 
[12J QH~ 'WHAT IS YOUR CHOICE?'~QR 

v 
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V GET!1WAGE~DATA 

[lJ ANDTE THE USE OF "INP" IN THIS FUNCTION. 
[2J WAGE6RATE+l INP PROMPT7 

V 

~ GET6LEASING!1DATA 
[1J ANDTE THE USE OF "INP" IN THIS PUNCTION. 
[2J LEASE~RATE+l INP PRO~PT8 

V 

V GET6PROD6CAPACITY 
[lJ ANOTE THE USE OF "IPI" IN THIS FUNCTION. 
[2J REPEAT:+REPEATxlpO+(1)PROD~CAPACITY+1tIPIPROMPT10)/'TRY 

V 

V GET~LOST~PROD~PENALTY 

[1J ANDTE THE USE OF "INP" IN THIS FUNCTION. 
[2J LOSS6RATE+l INP PROMPT9 

V 

'V GET6MEN~HIRED 

[1J ANOTE THE USE OF "[PI" IN THIS FUNCTION 
[2J REPEAT:+REPEAT xlpD+(l>HIRED+ltIPI PROMPT11)/'TRY AGAIN' 

V 

V GET~MACHINES6LEASED 

[1J ANOTE THE USE OF "IPI" IN THIS FUNCTION 
[2J REPEAT:+REPEATx l PO+( O>LEASED+l t I PI PRDMPT12)/'TRY AGAIN' 

V 

V GET6SIMtJSPAN 
[lJ ANDTE THE USE OF "IPI" IN THIS FUNCTION 
[2J REPEAT:~REPEATxlPO+(l>DAYS+ltIPIPROMPT13)/'TRY AGAIN' 

'J 

AGAIN' 
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'V R+-CH MM MT;G 
[ 1 ] H+-( M21 =CH ) / 1 pMT 
[2J G+-r/h+-R-l,1+-1iR 
[3J MT+-(MT~CH)/MT 

[4J R+-«pR),G)p(,Ro.~lG)\(MT~CH)/MT 

V 

9 R+-NIP P;O;S;I;D;E;T 
[ 1 ] A ~UMERIC INEUT;AUTHOR: ROY SYKES, STSC. 
[2J -+4,O+--?1 
[3J ~:P+-'INCORRECT NUMbER •.. PLEASE REENTER',(l+(O=pE)p' :'),E 
[4J E+-(l+T+O+Pl'A')iP+,P 
[ 5 J P+TtP 
[6J +(0 1 =pT+-AKI P)/ 6 9 
[ 7 J T+-Q+'0123455789.--E'tT 
[8J +(13E'P+-(S+-«P+-l)tT)E 11 12)iT)$ 1511 
[9 J +( 11 10 0 $T+-0+'01234557890' tT)/~, 10 20 
[10J -+0 , p R+-D 
[11J P+-(1+D+-Q+Tl13)~T 

[12J +(V/l0~P+(I+l1=ltP)~P)p~ 

[13J +(OE(pP),pT+DtT)p~
 

[14J P+l0*(-1*I)xl0.lP
 
[15J +«V/T~11)vl0ED+(1+I+O+Tll0)iT)p~
 

[16J -+(O=pT+(ItT),D)p~
 

[17J T+px(-l 0.1 x.*S,pD)xl0.lT
 
[ 18 J +19+T~Ll'
 

[19J T+LT 
[20J R+1' 

V 

V DRAW+CDF SAMFCN RVVALS 
[lJ ATHIS FUNCTION RETURNS A VALUE DRAWN FROM THE POPULATION "RVVALS" FOR 
[2J AWHICH THE CORRESPONDING CUMULATIVE DISTRIBUTION FUNCTION IS "CDF" 
[3J DRAW+(,RVVALS)[«(-1+?100000)fl00000)~,CDF)11J 

IJ 

'V SEPARATE ~;B 

[lJ NUM+(B+~VI ~)/~FI ~ 

[2J ALPH+(-B)t~MI ~ 

IJ 

150
 



V DEFINEbMAJOR~PROMPTS 

[1J RTHESE PROMPTS ARE USED BY THE INPUT FUNCTIONS CALLED IN 
[2J ~LINES 7-15 AND 27-29 IN THE MASTER CONTROL FUNCTION. 
[3J ADEFINE ~R TO BE A CARRIAGE RETURN CHARACTER 
[4] Q.H+', 
[5J PROMPT1~~R, 'HOW MANY VALUES CAN THE LIFETIME RANDOM VARIABLE ASSUME? ' 
[6 ] PROMPT1+PROMPT1,CR, '(ENTER AN UNSIGNED INTEGER> 0): '
 
[ 7 J PROMPT2+'ENTER THE VARIOUS LIFETIME VALUES: '
 
[8J PROMPT3+(R, 'ENTER THE CORRESPONDING RELATIVE FREQUENCIES'
 
[9J PROMPT3+PROMPT3,G..R, , (AS PERCENTAGES): '
 
[10J PROMPT4+(R, 'HOW MANY VALUES CAN THE REPAIRTIME RANDOM VARIABLE ASSUME?'
 
[11J PROMPT4+PROMPT4,QR, '(ENTER AN UNSIGNED INTEGER> 0): '
 
[12J PROMPT5+'ENTER THE VARIOUS REPAIRTIME VALUES: '
 
[13J PROMPT6+~R, 'ENTER THE CORRESPONDING RELATIVE FREQUENCIES'
 
[14J PROMPT6+PROMPT6,Q.R,' (AS PERCENTAGES): '
 
[lSJ PROMPT7+~R, 'ENTER THE REPAIRMEN"S WAGES (tIMAN-HOUR): '
 
[16 ] PROMPT8+QR, 'ENTER THE MACHINE LEASING CHARGE (I/MACHINE-DAY): ' 
[17] PROMPT9+'ENTER THE LOST PRODUCTION PENALTY ($IMACHINE-HOUR): ' 
[18J PROMPT10+CR, 'ENTER THE PRODUCTION CAPACITY (I.E., THE NUMBER' 
[19J PROMPT10+PROMPT10,QR, 'OF MACHINES WHICH CAN BE OPERATED SIMULTANEOUSLY): 
[20J PROMPT11+QR, 'HOW MANY REPAIRMEN SHOULD THERE BE IN TOTAL?: ' 
[ 21 J PROMPT12+'HOW MANY LEASED MACHINES SHOULD THERE BE IN TOTAL?: ' 
[ 22 ] PROMPT13+'FOR HOW MANY A-HOUR DAYS DO YOU WANT TO SIMULATE?: ' 

V 

'V GETtJLIFEbDATA 
[1J p,THIS FUNCTION MAKES DIRECT USE OF THE INPUT PUNCTIONS "IPI" 
[2J RAND' 'INP". (SEE THE MONOGRAPH APPENDICES FOR DETAILS) 
[3J REPEAT:~REPEATxlPO+(1)LTIMES+1tIPIPROMPT1)/'TRY AGAIN' 
[4J LTVALS+LTIMES INP PROMPT2 
[SJ AGAIN:LTDIST++\O.Ol xLTDIST+LTIMES INP PROMPT3 
[6J +«(-1+LTDIST»0.99)A(-1+LTDIST<1.01))/SET20NE 
[7J 'YOUR RELATIVE FREQUENCIES SUM TO ';100 x-ltLTDIST;' PERCENT' 
[8J 'TRY AGAIN' 0 +AGAIN 
[9J SET20NE:LTDIST[LTIMESJ+1 0 +0 

V 

V GET~REPAIR6DATA 

[lJ RTHIS FUNCTION MAKES DIRECT USE OF THE INPUT FUNCTIONS "IPI" 
[2J RAND' 'INP". (SEE THE MONOGRAPH APPENDICES FOR DETAILS) 
[3J REPEAT:+REPEAT xlpO+(1)RTIMES+ltIPI PROMPT4)/'TRY AGAIN' 
[4J RTVALS+RTIMES INP PROMPTS 
[5J AGAIN:RTDIST++\O.Ol xRTDIST+RTIMES INP PROMPT6 
[6J +«(-1tRTDIST»O.99)A(-1tRTDIST<1.01»)/SET20NE 
[7J 'YOUR RELATIVE FREQUENCIES SUM TO ';100 x-1tRTDIST;' PERCENT' 
[8 J 'TRY AGAIN' 0 +AGAIN 
[9J SET20NE:RTDIST[RTIMESJ+l 0 +0 

'V 
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V MASTER~CONTROL 

[lJ ATHE MASTER CONTROL FUNCTION ROUTES CONTROL DIRECTLY TO 
[2J A13 OF THE OTHER 14 FUNCTIONS WHICH CONSTGITUTE THE MODEL. 
[3J A(THE 14TH FUNCTION, "SAMFCN", IS CALLED FROM THE 
[4J AFUNCTION "SIMULATE' '.) THE VARIOUS FUNCTION NAMES 
[5J RARE DESIGNED TO REVEAL THE FUNCTION ROLES. 
[6J DEFINE~MAJOR~PROMPTS 

[7J GET~LIFE~DATA 

[8J GET6REPAIR~DATA 

[9J GET~WAGE~DATA 

[10J GET~LEASING6DATA 

[11J GET6PROD~CAPACITY 

[12J GET6LOST6PROD~PENALTY 

[13J GET~MEN6HIRED 

[14J GET~MACHINES~LEASED 

[15J GET6SIM6SPAN 
[16J ABET CODE TO CONTROL PRINTING OF EXPLANATIONS 
[17J R(SEE LINES 22-25) 
[18J CODE+O 
[19J SIM:SIMULATE 
[20J PRODUCE6REPORT 
[21J MORE:(R, 'WHAT DO YOU WANT TO DO NEXT?',(R 
[22J ~(CODE=l)/SKIP 

[23J EXPLAIN~CHOICES 

[24J CODE+l 
[25J SKIP:~SKIpxlPO+(l~(CHAR+lt~)E('HLRSDE'))/'TRY AGAIN' 
[26J ~(HIRE,LEASE,SPAN,SIM,DONE,EXPLAIN)['HLRSDE'lCHARJ 

[27J HIRE:GET6MEN~HIRED 0 +MORE 
[28J LEASE:GET~MACHINES~LEASED0 ~MORE 

[29J SPAN:GET6SIM~SPAN 0 ~MORE 

[30J EXPLAIN:EXPLAIN~CHOIC~S0 ~MORE 

[31J DONE:~ 

V 
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'V SIMULATE 
[lJ AThE SIMULATION ITSELF IS PERFORMED IN THIS MODULE. 
[2J AINITIALIZE PERTINtNT VARIABLES 
[ 3 ] CLOCK+FIXQ+MACH~USE+MEN~USt+O 0 RCTIMES+BDTIMES+10 
[4J INUSE+PROD~CAPACITY 

( 5 J TOP:HUTIMES+bDTIM&S,(LTDIST SAMFCN LTVALS)x(-1+?1000)tl000 
[6J +(PhOD~CAPACITY>pBDTIMES)/TOP 

[7J MENAIDLE+HIRED 0 READY+LEASED 0 STOPTIME+DAYSx8 
[8 J AFIND IMMINENT EVENT TIME; UPDATE USE STATISTICS AND CLOCK 
[ 9 ] NEXT6EVENT:ETIME+L/BDTIMES,RCTIMES,STOPTIME 
[10J MEN6USE+MENhUSE+(HIRBD-MENAIDLE)x(JUMP+ETIME-CLOCK) 
[11J MACH~USE+MACH~USE+INUSExJUMP 0 CLOCK+ETIME 
[12J USAGE+USAGE+INUSEx(ETIME-CLOCK) 0 CLOCK+ETIME 
[13J ABRANCH TO IMMINENT EVENT, OR BRANCH OUT WHEN DONE 
[14J +«ETIMEeRCTIMES),ETIMEeBUTIMES)/FIXEU,FAIL&D 0 ~o 

[15J AUPDATING IN RESPONSE TO A MACHINE BREAKDOWN FOLLOWS 
[16J FAILED:bDTIMES+(-1~(HOLDtBDTIMES»,(HOLD+BDTIMES1ETIME)+BDTIMES 
[17J ABRANCH IF FAILED MACHINE MUST QUEUE UP FOR REPAIR 
[18J +Q2FIXxIMEN~IDLE=O 0 MEN6IDLE+MEN~IDLE-l 

[19J RCTIMES+RCTIMES,CLOCK+RTDIST SAMFCN RTVALS 
[20J ABRANCH IF NO OTHER MACHINES ARE HEADY FOR USE 
[21J TEST~READYQ:+(R£ADY=O)/NONE~READY 0 READY+READY-l 
[22J +NEXT~EVENT,BDTIMES+BDTIMES,CLOCK+LTDIST SAMFCN LTVALS 
[23J Q2FIX:+TESTAR&ADYQ,FIXQ+FIXQ+1 
[24J NONE~READY:~NEXT6EVENT,INUSE+INUSE-l 

[25J AUPDATING IN RESPONSE TO REPAIR COMPLETION FOLLOWS 
[26J FIXEU :RCTIMES+( -1+ (ltOLD+RCTIMES) ) , (HOLD+RCT IMES lET IME) +RC1'IMES 
[27 ] ~bRANCH IF THE REPAIRED MACHINE IS NEEDED NOW 
[28J ~NEEDEDxlINUSE~PROD6CAPACITY 

[29J ABRANCH TO PUT REPAIRMAN BACK TO WORK (IF POSSIBLE) 
[30J +QTEST,READY+REALY+l 
[31J NEEDED:INUSE+INUSE+l 0 BDTIMES+BDTIMES,CLOCK+LTDIST SAMFCN LTVALS 
[32J ABRANCH IF ANOTHER FAILED MACHINE IS WAITING FOR THIS REPAIRMAN 
[33J QTEST:+NEXTAREPAIRxIFIXQ~O 

[34J +NEXT~EVENT,MEN~IDLE+MEN6IDLE+l 

[35J NEXT~REPAIR:FIXQ+FIXQ-1 

[36J +NEXT~EVENT,ECTIMES+RCTIMES,CLOCK+RTDIST SAMFCN RTVALS 
'J 
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3.14 

INTERACTIVE INVENTORY SIMULATOR 

Ralph H. Sprague, Jr. 
Professor 

College of Business Administation 
University of Hawaii 

Honolulu, Hawaii 

DESCRIPTION 

Introduction 

This system of APL programs allows students to obtain an 
optimum decision for economic order quantity (Q) and reorder 

point (R) in a stochastic inventory system by iterative search. 

The iterative search procedure allows the student to experiment 

with alternative methods of convergence on the optimum solution. 
One of the functions can also be used to reinforce the concept 
of appropriate choice of simulation run length based on the 

sampling distribution of resultant cost. The major functions in 

the system are: 

SET - To set initial values 

SETRL - To experiment with simulation run length 

SIM - To perform one simulation run 
SEARCH - To search for optimum, Q, R 

ENTDDIST _ To enter probability distributions 
ENTLDIST 

HPLOT - To display sampling distributions 
SHIST 

For a detailed description of each major function and its 

purpose, see the listing of DESCRIBE. 

This exercise is useful in a variety of courses, including 

those in operations research, production/operations management, 
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computer simulation, and those dealing with computer-based 

decision models. The flexibility of its use makes it appropriate 

for graduate or undergraduate courses. 

It can also be used by students with a variety of back­

grounds and capabilities in APL. The student who knows little 

or no APL will call the first function and respond to the ques­

tions and instructions given by the programs. A student with 

some APL knowledge may enter the required data input using the 

assignment operator, use calculator mode to do some preliminary 

calculations on EOQ, and execute each major function when needed. 

The fully knowledgeable APL user may write his own functions 

utilizing SIM to implement a search algorithm, or perform a 

sensitivity analysis. 

Instructions for Use 

Several types of data must be entered before running the 

system. See the listing of SETHOW for specific variable names 

and descriptions. 

1.	 Cost Coefficients - (3 cost coefficients are 

required): order cost, carrying cost, and 

stockout cost. Note that the latter two are 

unit daily cost. Only positive numbers are 

acceptable. 

2.	 Probability Distributions - (2 empirical probability 

distributions are required): -one for daily 

demand and one for order lead time. These must 

be entered by using the function SET or the func­

tions ENTDDIST and ENTLDIST (which are called by 

SET) • 
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3.	 Initial conditions: beginning inventory and 

initial values for Q and R. All three may be 

entered through SET or by the assignment opera­
tor directly. Only positive integers will be 

accepted. 

4.	 Run length: a positive integer which can be 

entered using SET or by using the assignment 

operator. Only a positive integer is acceptable. 
The function SETRL allows the student to replicate 

simulation runs of a given length and display 

the sample of resultant average daily costs. This 

reveals the variability of response from a simula­

tion with a short run length and allows the choice 

of appropriate length run. Note that the program 

will not accept more than 20 replications, or a 
run length of more than 250 days. Even these 

limits may be excessively expensive in CPU time 

on some APL installations. 

After the required data are entered, the user begins the 
search for an optimum Q and R decision by executing the function 
SEARCH. This function accepts the value for Q and R, calls SIM 

and returns the average daily cost of that run. The student must 

first identify the appropriate search region and decide whether to 
conduct a coarse search over a large area or a fine search over a 
smaller area. He may use a primitive search algorithm which 

iteratively scans a relevant range for Q while R is fixed, then 
increments R and scans again over Q, etc. Alternatively, he may 

use a more sophisticated search algorithm such as the simplex 

technique described in Meier, ~~.1 The student may be encouraged 

1.	 Meier, Robe~t C.) William T. Newell, Harold L. Pazar, Simulation 
in Business and Economics, Prentice-Hall, Inc., Englewood Cliffs, 
New Jersey, 1969, pp. 313 ff. 
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to use a Q, R grid to track the progress of his search. 

If the student writes his own function to conduct the 
search, he may wish to use the simulation function SLM directly. 

It requires all the variables described above and calculates 

the average daily cost of a run. Total cost of each type is 
also available in global variables if needed (see below). 
For a further description of the logic of the simulation 

2modeule, see a similar FORTRAN model in Schriber. 

Summary of Functions and Variables 

The two following tables summarize the functions and 

the global variables in the INV~SIM workspace. 

FUNCTIONS 

FUNCTION NAME PURPOSE CALLED BY CALLS 

DESCRIBE Gives basic description 
of INVlSIM 

SETHOW 

DISTHOW Gives instructions for 
entering probability 
distributions 

SETHOW 

ENTDDIST Enters probability 
di stri but i on for 
demand 

SET DISTHOW 

2. Schriber, Thomas J., Fortran Case Studies for Business 
Applications, John Wiley &So~Inc., 196~pp. 10-1 ff. 
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FUNCTION NAME 

ENTLDIST 

PH 

HPLOT 

SEARCH 

SET 

SETHOW 

SETRL 

SHIST 

SIM 

VS~AND 

AKI~ AYN, INP, 
f1FI~ f1FMT, IJ.VI 

PURPOSE 

Enters probability 
distribution for lead 
time 

Constructs frequency 
vector 

Constructs scale for 
histogram of sampling 
distribution 

Permits iterative simu­
lations with different 
Q, R 

Accepts input data 

Gives input instructions 
for the use of SET 

Replicates SIM with 
varying run length 

Prints histogram of 
sampling distribution 

Simulates the inventory 
system 

Utilities used for 
plotting 

Input/Output utilities 

CALLED BY 

SET 

CALLS 

DIl--c;THOW 

HPLOT 

SETRL SliIST, Vi; 

SIM 

DESCRIBE~ 

SET 

SET 

SETHOW, 
ENTDDTST, 
ENTLDIST, 
SETRL 

DISTHOW 

SIM,HPLOT 

HPLOT 

SETRL~ 

SEARCH 

HPLOT 
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cc 

NAME 

ADC 

BINV 

CAT 

co 

C/:; 

DDI/:;T 

FLAG 

INC 

LDIST 

MIN 

Q 

R 

RL 

s 

SAllfPLE 

SCALE 

Tee 

Teo 

TCS 

GLOBAL VARIABLE 

DESCRIPTION 

~verage Qaily fast 

~eginning INVentory 

Number of CATegories in 
histogram -

Iarrying fast 

Cost per Qrder 

Cost of Stockout 

Demand DISTribution as a 100
el ement vector 

A FLAG to fix scale of 
histogram during one session 

INCrement of histogram scale 

Lead time DISTribution as a 
100 element vector 

MINimum range of the histogram 
scale 

Order Quantity 

Reorder point 

~un length in days 

Vector of frequencies, ~, 

for histogram 

Vector of SAMPLE costs from 
replication of 

SCALE for histogram 

Total Iarrying fast for run 

Total Cost of-Order for run 

Total Cost for Stockout for 
T run 
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INITIALIZED IN 

SIM 

SET 

HPLOT 

SET 

SET 

SET 

ENTDDIST 

SETRL, HPLOT 

HPLOT 

EllTLDIST 

HPLOT 

SET 

SET 

SET, SETRL 

HPLOT 

SETRL 

HPLOT 

SIM 

SIM 

SIM 

USED IN 

SEARCH, 
SETRL 

SIM 

SHIST 

SIf4 

SIM 

SIM 

SIM 

HPLOT 

SIM 

SIM 

SIM 

SIM 

SHIST 

HPLOT 



PROGRAM USAGE 

SET 
ENTRY OF PARAMETERS FOR INVENTORY SIMULATION 
DO YOU NEED INSTRUCTIONS? 
YES OR NO N 
ENTER CARRYING COST PER UNIT PER PERIOD 
? . '2 
ENTER COST PER ORDER PLACED 
? 2. 
ENTER STOCKOUT COST PER UNIT PER PERIOD 
? . 7 ~ 

ENTER BEGINNING INVENTORY IN UNITS 
? 15 
ENTER PROBABILITY DISTRIEUTION FOR DEMAND 
DO YOU NFED INSTRUCTIONS ON ENTERING THE PROBABILITY 
DISTRIBUTION 
? N 
ENTER D PD 
? 0 8 
ENTER D PD 
? 1 1:.1 
ENTER D PD 
? 2 16 
ENTER D PD 
? 3 20 
ENTEFr D PD 
? 4 17 
ENTER D PD 
? 5 11 
'ENTER D PD 
? 6 9 
ENTER D PD 
? 7 6 
ENTER D PD 
? 0 0 
DO YOU ~ISH TO DISPLAY THE DISTRIBUTION? 
YES OR NO Y 
__12 __ ' __EQ. __ 

o 1 8 
1 1 13 
2 I 1 f; 
3 I ?O 
4 I 1 7 
~ I 11 
6 I 9 
7 I 6 

SHALL [-IF GO ON? 
YES OR NO Y 
ENTER PROBABILITY DISTRIBUTION FOR LEAD TIME 
DO YOU NERD INSTRUCTIONS ON ENTERING THE PROBABILITY 
DISTRIBUTION 
? N 
ENTEF. LT P(LT) 
? 3 30 
ENTER LT P(LT) 
? 4 50 
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ENTER LT P(LT) 
? 5 20 
ENTER LT P(LT) 
? 0 a 
DO YOU WISH TO DISPLAY THE DISTRIBUTION? 
YES OR NO Y 
_~'l. __ I_E.I!.'l.__ 

3 I ~ 0 
4 I 50 
5 I 20 

SHALL WE GO ON? 
YES OR NO Y 
ENTER INITIAL VALUE POR Q 

? 15 
ENTER INITIAL VALUE POR R 
? 13 
DO YOU WANT TO EXPERIMENT IN ORDER TO DETERMINE THE 
APPROPRIATE RUN LENGTH? 
YES OR NO Y 
ENTER TEST VALUE FOR RUN LENGTH IN PERIODS 
? 20 
HOW MANY RUNS OP THAT LENGTH DO YOU WISH TO TRY? 
? 15 
REPLICATION 1 AVC DAILY COST 3 .67 
REPLICATION 2 AVG DAILY COST 2 .65 
REPLICATION 3 AVC DAILY COST 2.75 
REPLICATION 4 AVG DAILY COST 1.8375 
REPLICATION 5 AVC DAILY COST 2.027~ 

REPLICATION 6 AVG DAILY COST 2.09 
REPLICATION 7 AVC DAILY COST 2 .3 
REPLICATION 8 AVG DAILY COST 2.305 
REPLICATION 9 AVG DAILY COST 2.7725 
REPLICATION 10 AVC DAILY COST 2.6825 
REPLICATION 11 AVC DAILY COST 2.09 
REPLICATION 12 AVG DAILY COST 2.2075 
REPLICATION 13 AVC DAILY COST 2.792~ 

REPLICATION 14 AVC DAILY COST 2.6275 
REPLICATION 15 AVG DAILY COST 2 .73 
SAMPLE MEAN = 2.502166667 
SAMPLE STD = 0.4380295525 
WOULD YOU LIKE TO SEE A PLOT OF THIS SAMPLING DISTRIBUTION? Y 
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DO YOU WISH TO ~RY ANOTHER FUN LENGTH? Y 
ENTER TEST VALUE FOR RUN LENGTH IN PERIODS 
? 50 
HOW MANY RUNS OF THAT LENGTH DO YOU WISH TO TRY? 
? 1S 
REPLICATION 1 AVC DAILY COST 2.459 
REPLICATION 2 AVC DAILY COST 2.428 
REPLICATION 3 AVC DAILY COST 2.141 
REPLICATION 4 AVG DAILY COST 2.644 
REPLICATION 5 AVe DAILY COST 2.386 
REPLICATION 6 AVC DAILY COST 2.354 
REPLICATION 7 AVC DAILY COST 2.047 
REPLICATION 8 Ave DAILY COST 2 • 3 
REPLICATION 9 AVC DAILY COST 2 • 2 R2 
REPLICATION 10 AVG DAILY COST 2.302 
REPLICATION 11 AVC DAILY COST 2 .3 q 3 
REPLICATION 12 AVC DAILY COST 2.379 
REPLICATION 13 AVG DAILY COST 2.4?9 
REPLICATION 14 AVC DAILY COST 2.781 
REPLICATION 15 AVC DAILY COST 2 .157 
SAMPLE MEAN = 2.36S466667 
SAMPLg STD = O.1786959F77 
~OULD YOU LIKE TO SEE A PLOT OF THIS SAMPLING DISTRIBUTION? Y 
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DO YOU WISH TO TRY ANOTHER RUN LENGTH? N 
ENTER LENGTH OF EACH RUN IN PERIODS 
? 40 
PARAMETER ENTRY COMPLETE. WOULD YOU LIKE TO REVIEW THE VALUES? 
?	 Y 
CO 2 
CC 0.2 
CS 0.75 
BINV = 15 
Q= 15 
R=	 13 
RL= 40 
DO YOU WANT TO PROCEED WITH THE SIMULATION? 
IF SO, ENTER SEARCH, OTHERWISE RESTART PARAMETER SETTING PROCESS 
BY ENTERING SET 
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PROGRAM DESCRIPTION
 
V DESCRIBE , ,

[1 J 
[2 ] INTERACTIVE INVENTORY SIMULATION' , ,
[ 3 J 
[4 ] THIS SET OF APL FUNCTIONS ALLOWS THE USER TO SEARCH FOR OPTIMUM' 
[ 5 ] 'VALUES OF ORDER QUANTITY (Q) AND REORDER POINT (R) IN A STOCHASTIC' 
[6J 'INVENTORY SYSTEM. AFTER ENTERING COST COEFFICIENTS, PROBABILITY' 
[ 7 ] 'DISTRIBUTIONS, AND SIMULATION RUN PARAMETERS, THE USER CONDUCTS AN' 
[ 8 ] 'INTERACTIVE SEARCH FOR THE OPTIMUM Q R PAIR. THE PRIMARY FUNCTIONS ARE' 
[ 9 ] 'DESCRIBED BELOW.' , ,[10] 
[11J '8ET' , ,
[12J
 
[13J THIS PROGRAM ALLOWS THE USER TO ENTER THE DATA FOR THE SIMULATION'
 
[14 ] 'RUN. SPECIFICALLY IT:' , ,
[ 1 5 J 
[16J 1. ACCEPTS VALUES FOR UNIT CARRYING COST. UNIT STOCKOUT COST,' 
[ 1 7 J ORDER COST, AND BEGINNING INVENTORY.' 
[18J 2. CALLS TWO FUNCTIONS (ENTDDI8T AND ENTLDIST) _TO ENTER AND SHAPE' 
[19J THE PROBABILITY DISTRIBUTIONS FOR DEMAND AND LEAD TIME.' 
[20] 3. ALLOWS THE USER TO CALL A SEPARATE FUNCTION (SETRL--SEE BELOW)' 
[21J TO HELP DETERMINE THE APPROPRIATE LENGTH OF EACH SIMULATION RUN.' , ,[22J 
[23] , 8ETRL ' , , [24 ] 
[ 25] THIS PROGRAM ALLOWS THE USER TO EXPERIMENT WITH SEVERAL VALUES POR' 
[26J 'THE RUN LENGTH OF THE SIMULATION. SPECIFICALLY. IT PERFORMS SEVERAL' 
[27J 'RUNS OF A GIVEN LENGTH AND DISPLAYS THE RESULTANT AVERAGE DAILY COST' 
[28J 'FOR EACH RUN. -HE USER MAY DISPLAY THE COST FOR EACH SET OF' 
[29] 'REPLICATIONS AS A FREQUENCY HISTOGRAM.' , , 
[ 30 ] 
[ 31 ] 'SEARCH' , , 
[32J
 
[33J THIS PROGRAM ALLOWS THE USER TO ALTER THE VALUES OF Q AND RAND'
 
[34 ] 'PERFORM REPEATED SIMULLATION RUNS. THE VALUE FOR AVERAGE DAILY COST IS' 
[35J 'DISPLAYED AFTER EACH ITERATION.' , , [ 36] 
[37J '81M' , ,[38J
 
[39J THIS PROGRAM IS CALLED BY SETRL AND SEARCH TO PRODUCE THE AVERAGE'
 
[40 ] 'DAILY COST FOR A SINGLE SIMULAT~UN. ALL THE COST COEFFICIENTS.' 
[41 ] 'PROBABILITY DISTRIBUTIONS.AND RUN PARAMETERS MUST BE DEFINED IN ADVANCE.' , , 
[42J
 
[43J 'ENTDDIST AND ENTLDIST'
 , , 
[44J 
[45J THESE PROGRAMS ACCEPT VALUES OF AN EMPIRICAL PROBABILITY' 
[46 J 'DISTRIBUTION FOR DEMAND AND LEAD TIME. SEE ADDITIONAL INSTRUCIONS BELOW' 

'V 
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v SETRL;REPL;COUNT;SM;STD 
[1 ] AREPLCATES THE INVENTORY SIMULATION TO DEVELOP
 
[2 j AA SAMPLING DISTRIBUTION OF AVERAGE COST. CALLS
 
[3 ] AHPLOT ON USER OPTION TO DISPLAY HISTOGRAM OF
 
[If] RSAMPLE MEANS. REQUIRES THE PUBLIC FUNCTIONS AYN
 
[ 5 ] AAND INP.
 
[6 ] FLAG""O
 
[ 7 J START: 'ENTER TEST VALUE FOR RUN LENGTH IN PERIODS'
 
[8 ] RL+l INP '?' 
[9] -+(RL>250)/ERRl 
[10] Pi:' HOW MANY RUNS OF THAT LENGTH DO YOU WISH TO TRY?' 
[11 ] REPL+l INP '?' 
[12J -+(REPL>20)/ERR2 
[13 J COUNT""O 
[14J SAMPLE+10 
[15] LOOP:SIM 
[16J COUNT+COUNT+l 
[17] 'REPLICATION ';COUNT;' AVG DAILY COST , ;ADC 
[1SJ SAMPLE+SAMPLE •.4DC 
[19J -+(REPL>COUNT)/LOOP 
[20 J 8M+ ( + / SAM PLE) -i- p SAMPLE 
[21 ] 'SAMPLE MEAN = ';8M 
[22J STD+«-i-(pSAMPLE-l»x(+/(SM-SAMPLE)*2»*O.5 
[23] 'SAMPLE STD = ';ETD 
[24 ] YNT+AYN 'WOULD YOU LIKE TO SEE A PLOT OF THIS SAMPLING DISTRIBUTION?' 
[25] +( YNT=O )/ P2 
[26J HPLOT 
[27] P2:YNT+AYN 'DO YOU WISH TO TRY ANOTHER RUN LENGTH?' 
[28J -+( YNT= 1 ) / 5T ART 
[29] ~O 

[ 30 ] ERR1:'THAT"S TOO LONG A RUN. CHOOSE A NUMBER <250' 
[ 31 ] -+5TART 
[32] ERR2:'THAT"S TOO MANY REPLICATIONS. 20 OR LESS SHOULD BE SUFFICIENT' 
[33] -+Pl 

v 
v SIM;INV;ORDQ;DAYS;LT 

[1] RTHIS FUNCTION IS CALLED BY SEARCH AND SETEL TO GENERATE 
[2J RAN AVERAGE DAILY COST FOR A SINGLE SIMULATION RUN OF 
[3J ATHE INVENTORY SYSTEM. 
[4 ] DAYS+TCO+TCC+TC 8+0 
[ 5] INV+-BINV 
[6] R INITIALIZE ORDER QUEUE 
[7J ORDQ+(r/LDIST)pO 
[8] CYCLE: +(RL<DAYS+DAYS+1 )/ END 
[9J RADD INCOMING ORDER TO INVENTORY 
[10J INV+INV+(ltORDQ) 
[11J ~ SHIFT ORDER QUEUE 
[12J ORDQ+-(1iORDQ)~O 

[13J ~ SUBTRACT DAILY DEMAND FROM INVENTORY 
[14J INV+-INV-DDIST[?100J 
[1SJ ~ PLACE ORDER IF INVENTORY + COMING ORDERS < R 
[16] +(R<+/INV~ORDQ)/ON 

[j7J A PLACE ORDER~ UPDATE ORDER QUEUE AND TOTAL ORDER COST 
[18J LT+LDIST[?100J 
[19J ORDQ[LTJ+ORDQ[LT]+Q 
[20J TCO+TCO+CO 
(21J A UPDATE CARRYING COST OR STOCKOUT COST 
[22J ON:+«INV=O)~(INV>O))/CYCLE~GT 

[23J +CYCLE~TCS+TCS+CSx-INV 

[24J GT:+CYCLE~TCC+TCC+CCxINV 

[25J ~ CALCULATE AVERAGE DAILY COST 
[26J END:ADC++/(TCS~TCO~TCC)fRL 

\J 

166
 



v HPLOT;RANGE 
C1 l pACCEPTS SAMPLE OF COST MEA~S FROM SETRL, SETS A SCALE, 
[ 2 ] p.CONSTPUCTS A FREQUENCY DISTRIBUTION, AND CALLS SHIST 
C2 J ~TO PRINT A HISTOGRAM. PLAG IS SET ro 
[4' RUSE THE SAME SCALE FOR ALL RUNS OP A 
[ :: l ASINGLE SESSION. REQUIRES THE ~SE OF THE 
[ f) ] APUBLIC FUNCTION VS. 
[7J -+(FLAG=1)/PL 
[8J FLAG+l 
[9J RANGE+(r/SAMPLE)-L/SAMPLE 
[ 1 0 J MIN+(L/SAMPLE)-O.25 x RANGE 
[ 11 J CA'l+ (pSAMPLE) f 3 
[ 1 2 ] -+(CAT<6)/FORCF 
[1 3 ] -+(CAT~15)/FORCEl 

[14J SETINC:INC+RANGEfCAT 
[15J SCALF+(INC x l Cr l . 2 5 x CAT » )+MI N 
[16J PL:S+(MIN,INC;CAT) FR SAMPLE 
[17J S+S,«pSCA~E)-pS)pO 

[18] 20 40 SHIST S VS SCALE 
[19J -+0 
[20J FORCP:CAT+6 
[21J -+SETINC 
[22J FORCE?:CAT+15 
[?3J -+SlSTINC 

\l 

V 8EARCH;T 
[11 AACCEPTS A VALUE FOR Q AND E, CALLS SIM 
[2J ATGO RETURN THP AVERAGE DAILY COST. USED TO ITERATIVELY 
~3J ASEARCH FOR THE OPTIMUM VALUES OF Q AND R. 
[4J AREQUIRES THE PUBLIC FUNCTIONS AYN AND IN? 
[5J T+l() 

[~J 'HAVE YOU EN~ERED ALL THE NECESSARY DATA?'
 
[7J YNT+AYN '?'
 
~8J -+(YNT=1)/G01
 
[9J 'PLEASE ENTER DATA. TYPE DeSCRIBF FOR INSTRUCTIONS'
 
[10J -+0
 
[llJ G01: 'INITIAL VALUES FOR Q AND RARE;'
 
[12J Q= ';0;' R= ';R
 
[13] 'SHALL WE PROCEED? f 

[14J YNT+AYN '?' 
[lSJ -+(YNT=l)/LOOP 
[16J END: 'DONR' 
(17J -+0 
[18J LOOP:SIM 
[19J 'AVERAGE DAILY COST ';ADC 
[2oJ' , 
[21J 'ENTER () R' 
[2?1 T+2 INP '?' 
[23J -+(A/T=O)/END 
[24J Q+1tT 
[25 R+-ltT 
[2~ -+LOOP 
r?7 -+ 

'V 
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\j SET 
[ 1 ] AIT PECUIFES THf POLLOWING USEF-DEFINED PUNCTIONS: 
[2 ] AENTDDIST, ENTLDIST, SETHOT4, SF:TRL. ALSO REQUIRED ARE THE 
t 3 J APUBLIC FUNCTIONS AYN AND IPI. 
[4J ATHIS FUNCTION ACCEPTS USER INPUT TOO SET VALURS FOR THE SIMULATION 
[ 5 ] ARUN. 
[6 ] 'ENTEY OF PARAMETFES FOE INVENTORY SIMULATION' 
[7J 'DO YOU NEED INSTRUCTIONS? 
[8 ] YNT+AYN 'YES OR NO' 
[9J ~(YNT=O)/PROCEEDl 

[10J SETHOr..; 
[ 1 :J ] PROCEED1: 'ENTER CARRYING COST PER UNIT PER PE~IOD' 

[12] CC+-l INP '?'
 
[13J 'ENTER COST FER ORDER P~ACP.D'
 

[14 ] CO+l INP I?'
 
[1SJ 'ENTEE STOCKOUT COST PEF UNIT PER PERIOD'
 
[16J C8+1 INP '?'
 
[17] 'ENTER BE(;INNIlvG INVRNTOFY IN UNITS' 
[ 18 ] BINV+l INP '?' 
[ 19] 'ENTER PROBABILITY DISTRIBUTION FDF DEMAND'
 
[20J ENTDDIST
 
[?1] 'ENTER PROBABILITY DISTRIBUTION FOF LEAD TIME'
 
[?2J ENTLDIST
 
[23J PROCEED2: 'ENTER INITIAL VALUE FOR Q '
 
[ 21.+ J 0+-1 INP I?'
 
[25J 'ENTER INITIAL VALUE FOP R '
 
~26J R+1 INP '?'
 
[27J 'DO YOU ~ANT TO EXPERIMENT IN ORDER TO DETRPMINE THE'
 
[28J 'APPROPRIATE RUN LENGTH?
 
[29 J YNT+AYN 'YES OR NO'
 
[30J ~(YNT=O)/PROCEED3
 

[31J SETRL
 
[32J PROCEED3: 'ENTER LE~GTH OP EACH RUN IN PEFIODS'
 
[331 RL+l INP '?'
 
[34 J 'PARAMETER ENTRY COMPLETE. WOULD YOU LIKE TO REVIEW THE VALUES?'
 
[35 J YNT+AYN '? '
 
[36] ~(YNT=O)/PROCEED4 

[3 7 ] 'CO '; CO 
[38J ICC ';CC 
(39J 'CB ';CS 
[40J 'BINV = ';FINV 
[41 ] 'Q= '; Q 
[42] 'R= ';R 
[43J 'RL= ';RL 
[44J PROCEED4: 'DO YOU WANT TO PROCEED WITH THE SIMULATION?' 

[45J 'IF SO, ENTER SEARCH, OTHERWISE RESTART PARAMETER SETTING PROCESS' 
[46 ] 'BY ENTERING SET' 

V 
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'iJ 8E'I'HOW , ,[1 ] 
[2 ] INPUT INSTRUCTIONS' , , 
[ 3 J 
[4 ] 'THE FOLLOWING DATA MUST BE ENTERED FOR THE INVENTORY SIMULATION.' , ,[ 5 ] 
[ 6 ] 'DATA N.4ME DESCRIPTION' 
[ 7 ] ,--------­, ,[ 8 ] 
[ 9 ] CO ORDER COST: THE COST OF PLACING AN ORDER' , ,
[10J 
[11 ] CC CARRYING COST: THE COST OF CARRYING ONE UNIT OF' 
[ 12 J INVENTORY FOR ONE DAY' , ,[ 1 3 ]
 
[14J CS STOCKOUT COST: THE COST OF BACK ORDERING ONE UNIT'
 
[1 5 J FOR ONE DAY'
 , ,
[16J
 
[17J BINV BEGINNING INVENTORY: THE NUMBER OF UNITS IN'
 
[18J INVENTORY AT THE BEGINNING OF EACH SIMULATION RUN'
 , ,
[19J 
[20] Q QUANTITY ORDERED: THE NUMBER OF UNITS TO BE' 
[21 ] ORDERED EACH TIME AN ORDER IS PLACED' , ,
[22]
 
[23J R REORDER POINT: THE STOCK LEVEL AT WHICH ORDER '
 
[24 J PLACEMENT IS TRIGGERED'
 , , 
[25J
 
[26J RL RUN LENGTH: THE NUMBER OF PERIODS IN EACH'
 
[27J SIMULATION RUN'
 , , T 28 J 
[29] DDIST THE PROBABILITY DISTRIBUTION FOR DEMAND' , ,
[ 30 J 
[ 31 ] LDIST THE PROBABILITY DISTRIBUTION FOR LEAD TIME' , ,
[32J
 
[ 33 J ALL THE DATA CAN BE· ENTERED BY TYPING "SET" AND ANSWERING THE'
 
[ 34 J 'QUESTIONS. ENTER aNLY NUMERIC DATA. TO INTERUPT A RUN, HIT THE'
 
[35J 'ATTENTION KEY,TYPE THE RIGHT ARROW (~) OR ENTER 0 BACKSPACE U,'
 
[ 36 J 'BACKSPACE T, AND START AGAIN.'
 , ,
[37J 
[ 38] AS AN ALTERN.4TIVE TO USING SET, ALL THE DATA ITEMS (EXCEPT THE' 
[39J 'PROBABILITY DISTRIBUTIONS) CAN Be-ENTERED OR CHANGED BY USING THE APL' 
[40 ] 'ASSIGNMENT OPERATOR (FOR INSTANCE CO~2.25). TO ENTER THE PROBABILITY' 
[41 J 'DISTRIBUTION'S (WITHOUT USING THE "SET" FUNCIION) TYPE ENTDDIST .4ND ' 
[42J 'ENTLDIST FOR DEMAND AND LEAD TIME DISTRIBUTIONS RESPECTIVELY AND' 
[43J 'FOLLOW THE INSTRUCTIONS GIVEN BELOW. AFTER THE DATA AND DISTRIBUTIONS' 
[44J 'HAVE BEEN ENTERED, TYPE SETRL TO DETERMINE THE APPROPRIATE RUN LENGTH. ' 
[45J 'FINALLY, TYPE SEARCH TO INTERACTIVELY SEARCH FOR THE OPTIMUM Q AND R.' 

'V 

169
 



V DISTHOW , ,[1 ] 
[2 ]	 INSTRUCTIONS FOR ENTERING PROBABILITY DISTRIBUTIONS' , , [3 ] 
[4 ] ENTDDIST AND ENTLDIST REQUIRE ENTRY OF AN EMPRICAL PROBABILITY'
 
[5J 'DISTRIBUTION OF THE FOLLOWING FORM.'
 
[ 6 ] , t 

[ 7 ]	 Dip(D) , 
[ 8 ]	 ------------,
[ 9 ] o I °. 2 5 , 
[10J 1 I .50' 
[11 ]	 2 , .25' , ,[12 ]
 
[13J 'IN RESPONSE TO THE PROMPT "ENTER D PD", TYPE ONE DEMAND FIGURE AND'
 
[14 ] 'ITS PROBABILITY IN WHOLE PERCENTAGE FORM (WITHOUT DECIMAL, TWO DIGITS'
 
[1SJ 'MAXIMUM) WITH A SPACE IN BETWEEN. FOR EXAMPLE:'
 , , [16 ]
 
[17J ENTER D PD'
 
[18J o 25'
 
[19J ENTER D PD'
 
[20 ] 1 50' 
[21 ] ENTER D PD' 
(22] 2 25' 
[23 J ENTER D PD' 
[24 ] o 0' , ,
[25J 
[26J 'AFTER THE LAST ENTRY HAS BEEN MADE, ENTER 0 a TO EXIT.' 

v 

'V ENTDDIST;IN;T 
[1 J RREQUIRES THE PUBLIC FUNCTIONS AYN, ~FMT, 

[2 J RAND INP. 
[3 ] AACCEPTS PROBABILITY DISTRIBUTION FOR DEMAND AND
 
[4J ACONSTRUCTS A 100 ELEMENT VECTOR FOR RANDOMLY
 
[5 j RGENERATING DEMAND IN SIMULATION.
 
[6 ] 'DO YOU NEED INSTRUCTIONS ON ENTERING THE PROBABILITY'
 
[ 7 ] 'DI8TRIBUT ION'
 
[ 8 J YNT+AYN '?'
 
[9J ~«YNT=l),YNT=O)/OUT,START
 

[10J OUT:DI8THOW
 
[11 J START:DDIST+10
 
[12J IN+10
 
[13J LOOP: 'ENTER D PD'
 
[14J T+2 INP '?'
 
[15] +( "/T=O )/TE8T
 
[16 J IN+IN,T
 
[17] DDIST+DDIST,(-ltT)pltT 
[18 ] ~LOOP 

[19 ] TEST:+«pDDIST)~100)IERR 

[20 J 'DO YOU WISH TO DISPLAY THE DISTRIBUTION? '
 
[21J YNT+AYN 'YES OR NO'
 
[22J -+(YNT=O)/O
 
[23J IN+«(pIN)f2),2)pIN
 
[24 ] , D I PD '
 
[25J 'I4,~ t ~,I5' ~FMT IN
 
[26 J 'SHALL WE GO ON?'
 
[27J YNT+AYN 'YES OR NO'
 
[28J -+(YNT=l)/O
 
[29J 'OK, 8TART OVER'
 
[ 30 ] +START
 
[31J ERR: 'PROBABILITY PERCENTAGES DO NOT ADD TO 100, START OVER'
 
[32J	 +-START 

'V 
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'V ENTLDIS'1';IN;T 
[1 ] RREQUIRES THE PUBLIC FUNCTIONS AYN, 6FMT, 
[2 ] RAND INP.
 
[3J RACCEPTS PROBABILITY DISTRIBUTION FOR LOAD TIME AND
 
[4J RCONSTRUCTS A 100 ELEMENT VECTOR FOR RANDOMLY
 
[ 5 ] RGENERATING LOAD TIME IN THE SIMULATION.
 
[6 ] 'DO YOU NEED INSTRUCTIONS ON ENTERING THE PROBABILITY'
 
[ 7 J 'DISTRIBUTION'
 
[ 8 J YNT+AYN '7'
 
[ 9 J +«YNT=l),YNT=O)/OUT,START
 
[10] OUT: DISTHOW
 
[11 ] START: LDIST+l 0
 
[12J IN+-l a
 
[13J LOOP: 'ENTER LT P(LT)'
 
[14J t-- 2 I NP '?'
 
[15J +( AI T= 0 ) I TE8T
 
[16 J IN+IN ,T
 
[17] LDIST+-LDIST,C-ltT)pltT 
[18] +LOOP 
[19 ] TEST:~«pLDIST)~100)IERR
 

[20 j 'DO YOU WISH TO DISPLAY THE DISTRIBUTION? '
 
[21 ] YNT+AYN 'YES OR NO' 
[22J +(YNT=O )/'J 
[23] IN+-«(pIN)f2),2)pIN 
[24] 'LT ! PLT 
[25] '~l ~,I5' 6FMT IN 
[26] 'SHALL WE GO ON?' 
[27J YNT+-AYN 'YES OR NO' 
[28J +(YNT=l)/O 
[29] 'OK, 8TART OVER' 
[ 30 ] +ST.4RT 
[31 J ERR:'PROBABILITY PERCENTAGES DO NOT ADD TO 100, STAHT OVER' 
[32J +START 

v 
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3.15 

FINANCIAL RATIO CALCULATIONS 

Wilma D. Stricklin
 
Professor of Management
 

College of Business Administration
 
Northern Arizona University
 

Flagstaff, Arizona
 

DESCRIPTION
 

This program performs a number of ratio calculations which 
are typically used to gauge the financial effectiveness of an 
organization. These ratios are: 

Net Income Return on investment as a function 
Total Assets of assets 

Net Income Return on investment as a function 
Total Common Equity of equity 

Net Income Earnings per shareNumber" of Shares 

Net Income Profits as a function of salesTotal Sales 

Long Term Debt Long term debt as a function of 
Total Assets assets 

Total Sales Sales as a function of assetsToa 1 Ass ets 

The progra.m ;s initiated by typing EFFRATIO and then follow­

ing the instructions given. Any number of years l worth of data 

can be entered; but, beyond five, the data inputting can be 
tedious and error prone. 

In the sample shown in the following section, the data 
were taken from the Boise-Cascade Case found in Robert L. Katz, 

Cases and Concepts in Corporate Strategy, Englewood Cliffs, N. J.: 
Prentice-Hall, 1970. 
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PROGRAM USAGE
 

EFFRATIO 
OBSERVE THE FOLLOWING INS~RUCTIONS IN ENTFRING DATA: 

A. ROUND YOUP DATA TO THE NEAREST THOUSAND DOLLARS, 
B. ENTER O(ZERO) IN EACH INSTANCE WHERE DATA IS UNKNOWN OR UNAVAILABLE, 
C. USE THE - SIGN (OVER THR 2-KEY) TO MARK NEGATIVE NUMBERS, 
D. DO NOT USE COMMAS TO SEPARATE NUMBERS. 

ENTER YEARS FOR WHICH YOU HAVE DATA: 19G2 1963 lq64 1965 1966 
ENTER TOTAL ASSETS FOR EACH YEAR: 
[1: 

124382 130456 293475 370522 454250 
ENTER NET INCOHE AFTER TAXES FOR EACH YEAR: 
0: 

S055 7390 14947 17888 17014 
ENTER TOTAL LONG TERM DEBT FOR EACH YEAR 
[1: 

71548 63815 117127 156921 193909 
ENTER TOTAL COMMON EOUITY FOR EACH YEAR: 
0: 

52834 646F3 
LENGTH ERROR ... REENTER 5 VALUES. 
[1: 

52834 64663 166496 172251 192751 
ENTER TOTAL SHARES OF COMMON STOCK FOR EACH YEAR: 
Cl: 

3741 4001 4387 4376 9005 
ENTER TOTAL SALES FOR EACH YEAR: 
C1: 

176015 219361 363581 422911 492466 
ENTER HEADING FOR YOUR REPORT: BOISE CASCADE CORP. 

EFFECTIVENESS RATIOS---BOISE CASCADe CORP. 
YEAR ROI-A ROI-EQ EPS PROF/SLS DT/ASSET SL8/ASSET 
1962 0.0406 0.0957 1.3512 0.0287 0.5752 1.4151 
1963 0.0566 0.1143 1.8470 0.0337 0.4892 1.6815 
1964 0.0509 0.0898 3.4071 0.0411 0.3991 1.2389 
1965 0.0483 0.1038 4.0P78 0.0423 0.4505 1.1414 
1966 0.0375 0.0883 1.8894 0.0345 0.4269 1.0841 

DO YOU WISH TO CONTINUE? NO 
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:1 ] 

2J 
3J 
4J 
s J 
hJ 

t~j 

[9J 
[10J 
[11J 
[ 12] 
[ 1 3 ] 
[14J 

[ 1 5 ] 
[16J 
[17J 
[1R] 
[19J 
[20J 
[21J 
[2?] 
[23J 
.[? 4] 
[25J 
[26J 
[27J 
[28J 
[29J 
[30J 
[31J 
[3?] 
[ 33] 
[34J 
[35J 

[3S] 

PROGRAM DESCRIPTION 

~ EFFRATIO;N;M;YRS;TA;NP;LTD;CE;CMS;SA;CO 
~THE FOLLOWING PUBLIC FUNCTIONS ARE REQUIRED IN ORDER 
ATO USE THIS PROGRAM: AKI, CENTER, COLNAMES, ~FMT, INP, 
AAND IFI. 
A THE FOLLOWING LINES GIVE THE USER INSTRUCTIONS ON INPUT RESTRICTIONS. 
A//I/!////!!!!!//!/ 

'OBSERVE THE FOLLOWING INSTRUCTIONS IN ENTERING DATA:' 
A. ROUND YOUR DATA TO THE NEAREST THOUSA~D DOLLARS,' 
B. ENTER O(ZERO) IN EACH INSTANCE WHERE DATA IS UNKNOWN OR UNAV 

AILABLE, , 
, C. USE THE SIGN (OVER THE 2-KEY) TO MARK NEGATIVE NUMBERS,' 

D. , , 
, , 

TOP:N+pYRS+IPI 
~THIS SECTION 
S, AND CYCLES 
'ENTER TOTAL 
TA+INP N 

DO NOT US8 COMMAS TO SEPARATE NUMBERS.' 

'ENTER YEARS FOR WHICH YOU HAVE DATA:' 
ACCEPT INPUT, TESTS EACH SET FOR ACCURACY OF NUMBER OF INPUT 

FOR CORRECT DATA. 
ASSETS FOR EACH YEAR: ' 

'ENTER NET INCOME AFTER TAXES FOR EACH YEAR:'
 
NI+INP N
 
'ENTER TOTAL LONG TERM DEBT FOR EACH YEAR'
 
LTD+-INP N
 
'ENTER TOTAL COMMON EQUITY FOR EACH YEAR:'
 
CE+-INP N
 
'ENTER TOTAL SHARES OF COMMON STOCK FOR EACH YEAR:'
 
CMS+INP N
 
'ENTER TOTAL SALES FOR EACH YEAR:'
 
SA+-INP N
 

ATHIS CREATES A MATRIX OF RATIOS RESULTING FROM A DIVISION OF VECTORS. 
CO+-(6,N)p(NI,NI~NI,NI~LTD,SA)+(TA,CE~CMS,SA~TA,TA) 

~THIS ESTABLISHES REPORT FORMAT.
 
TITLE+AKI 'ENTER HEADING FOR YOUR REPORT:'
 
FORMAT+'IS,6Fl0.4'
 
FORMAT CENTER 'EFF&CTIVENESS RATIOS---' ,TITLE
 
FORMAT COLNAMES 'XYEARXROI-AXROI-EQXEPSXPROF!SLSXDT/ASSETXSLS!ASSETX'
 
FORMAT ~FMT(YRS;~CO)
 

ATHIS PERMITS THE USER TO REPEAT THE PROGRAM FOR ANOTHER S~T OF DATA, FOR 
A COMPETITOR, FOR THE INDUSTRY, ETC. 
-+(AYN 'DO YOU' wISH TO CON.TINUE?')!TOP 

'i.J 
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3. 16 

COMPUTATION OF A PRICE INDEX 
BY THE METHOD OF THE WEIGHTED GEOMETRIC MEAN 

Bernard A. Thielges 
Assistant Professor 

Management Department 
College of Business Administration 

Marquette University 
Milwaukee, Wisconsin 

DESCRIPTION 

Statement of the Problem 

The computation of a price index can be done by various 

averaging techniques. The arithmetic mean, however, is the average 

most often used because of its simplicity and ease in calculation. 

Various weighting methods can also be used with the arithmetic 

mean, but the one most often used is the method which uses the 

base year values as the weights. 

The method of the arithmetic mean together with base year 

values as weights provides a good index. There are deficiencies, 

however. It is known that there is an upward bias to the arith­

metic mean. On the other hand, the use of base year values as 

weights provides a downward bias by giving too much weight to 

those items having the smallest change in price. At times, one 

bias may tend to offset the other; but in other instances, this 

will not be the case. 

In order to compute a price index which is consistently more 

accurate, the geometric mean, which is an unbiased mean, might be 

used. And, to provide for a more appropriate weighting system, it 

is suggested that the average of the values computed for all years, 

from the base year to the current year, be used. The computation 

of the price index by this method is considerably longer and more 

sophisticated. However, the initial computation and subsequent 
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updating are readily facilitated through the use of the computer. 

Program Description 

The program PINDEX computes a price index for selected items. 

The index is computed for the final year of data submitted, using 

the first year as the base year. The formula used in the computa­

tion is P, 
L w (log po)
 

Price Index = ----------- ­
L W ;=N p.q.

1 1
L 

;=1where, w (Average value of all = 
years for each item N 
in the index) 

p. = price for the ith year of data 
1 

q. = quantity for the ith year of data 
1 

P, = price for the last year of data submitted 

= price for the first (base) year of data submittedPo 

N = number of years for which data is submitted. 

To begin the computation, the data must be entered in the 

following fashion. First, the years for which data are to be 

submitted are entered, i.e., 1971 1972 1973, and 1974. These 

data on years are needed for labeling the table in the print-out. 

The number of items to be included in the index is entered as a 

numberal followed by the individual item names when asked for by 

the program. Item names should not exceed 16 characters in length, 

should be only one word (compound words can be hyphenated or run 

together), and should be separated by blanks (do not use commas). 
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Quantity data is then entered by year for all items, followed by 

price data by year for all items. These entries constitute the 

quantity and price matrices. Data are entered for all items by 

year and appear as shown in the sample. The program puts the 

data in proper matrix form for calculations. 
Internal computation of the index starts with the calcula­

tion of the ratio between the final year price data and the first 
year price data. The first year of data is therefore the base 
year. The logarithm to the base 10 of this ratio ;s then determined. 

The weight to be used is calculated by first multiplying 
the price matrix by the quantity matrix and obtaining a value 
matrix. This matrix lists the value of each individual item in the 
index by years. The average value for each specific item is calcu­
lated by summing each year'svalue and then dividing by the number 
of years. The resultant average is used as the weight. 

Next, the logarithm of the price ratio for each item is 
multiplied by its weight. This weighted value is summed for 
all items and divided by the suw of the weights, i.e., the sum of 

the average values for all of the years for all of the items. The 
final computation of the price index is made by finding the antilog 
of the weighted data. 

The print-out of data includes a repeat of the price and 
quantity matrix as well as the final price index as a percent. 
The user should be aware that if data for many years are submitted 

or if the data are fairly large, then the available space might 

not be sufficient to print out the price and quantity matrices. 
In this case, an asterisk will appear wherever there is insufficient 
space in the print-out. 
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PROGRAM USAGE 

PINDEX 
ENTER THE YEARS FOR WHICH THE INDEX IS TO BE COMPUTED, EG, 1973 1974 1975 
0: 

1973 1974 1975 
ENTER THE NUMBER OF ITEMS TO BE INCLUDED IN THE PRICE INDEX, EG, 6 
0: 

6 
ENTER THE NAMES OF THE ITEMS TO BE INCLUDED IN THE PRICE INDEX. EG,
 
LUMBER CEMENT NAILS ASPHALTSHINGLES. NOTE THAT ANY ITEM CONTAINING
 
TWO OR MORE WORDS IS TO BE JOINED TOGETHER TO MAKE ONE WORD. NO ITEM
 
SHOULD EXCEED SIXTEEN CHARACTERS IN LENGTH.
 
CORN WHEAT OATS BARLEY RYE RICE
 
ENTER DATA FOR THE PRODUCTION MATRIX. EG, QUANTITIES OF EACH ITEM SOLD,
 

1973 
0: 

4084 1316 927 392 33 76 
ENTER DATA FOR THE PRODUCTION MATRIX. EG, QUANTITIES OF EACH ITEM SOLD, 

\ 
1974 

0: 
4760 1522 789 373 24 89 

ENTER DATA FOR THE PRODUCTION MATRIX, EG, QUANTITIES OF EACH ITEM SOLD, 
197 5 

0: 
4375 1 570 930 

INCORRECT NUMBER OF ITEMS. TRY AGAIN 
0: 

4375 1570 930 418 23 105 

ENTER DATA FOR THE PRICE MATRIX.EG, PRICES OF E.4CH ITEM, FOR 1973 
0: 

1. 16 1 • 35 .62 1.03 .97 4.93 
ENTER DATA FOR THE PRICE MATRIX,EG, PRICES OF EACH ITEM, FOR 1974 
0: 

__661.04 1.39 1.00 1.07 4.97 
ENTER DATA FOR THE PRICE MATRIX.EG. PRICES OF EACH ITEM. FOR 197 5 
0: 

1.05 1.22 • 59 .88 .99 5 
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PROD UC T ION DATA 
ITEM 1973 1974 1975 

CORN 4 t084.00 4 t 76 0 . 0 0 4 t 37 5 . 0 0 
WHEAT I t 31 6 . 0 0 1 t 52 2 . 0 0 l t 57 0 . 0 0 
OAT8 927.00 789.00 930.00 
BARLEY 392.00 373.00 418.00 
R:t.E 33.00 24.00 23.00 
RICE 76.00 89.00 105.00 

PRICE DAT.4 
ITEM 1973 1974 1975 

CORN 1. 16 1.04 1.05 
WHEAT 1. 35 1 • 39 1.22 
OATS 0.62 0.66 0.59 
BARLEY 1.03 1.00 0.88 
RYE 0.97 1.07 0.99 
RICE 4. 93 4.97 5.00 

VALUE DATA 
ITEM 1973 1974 1975 

CORN 4 t737.44 4.950.40 4.593.75 
WHEAT 1.776.60 2 t 1 1 5 . 58 1.915.40 
OAT8 574. 74 520.74 548.70 
BARLEY 403.76 373.00 367 • 84 
RYE 32.01 25.68 22.77 
RICE 374.68 442.33 525.00 

PRICE INDEX (PERCENT) IS: 91.14895115 
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PROGRAM DESCRIPTION
 
'V PINDEX;R 

[lJ RPREPARED BY: 
[2J ABERNARD A. THIELGES 
[3J AASSISTANT PROFESSOR OF MANAGEMENT 
[4J ReOLLEGE OF BUSINESS ADMINISTRATION 
[5J RMARQUETTE UNIVERSITY 
[6J AMILW.4UKEE, WISCONSIN 53233 
[7J A THIS PROGRAM COMPUTES A PRICE INDEX BY THE METHOD OF THE WEIGHTED 
[8J AGEOMETRIC MEAN. 
[9J AINPUT: PRICE AND QUANTITY DATA FOR 'N' YEARS. TOTE THAT BOTH ITEMS 
[10J RARE ENTERED AS ROW VECTORS. ITEM NAMES ARE TRANSPOSED AS NECESSARY INTO 

A 
[11J ACOLUMN MATRIX FOR DATA PRINTOUT. 
[12J RTHE PRICE RATIOS FOR ALL ITEMS INCLUDED IN DATA ARE COMPUTED WITH THE 
[13J RLAST YEAR OF DATA REFERENCED TO THE FIRST YEAR OF DATA AS BASE YEAR. 
[14J RTHE PRICE RATIONS ARE WEIGHTED BY THE AVERAGE OF ALL OF THE YEARS VALUE 
[15J AOF THE ITEM FROM THE FIRST YEAR THROUGH THE LAST YEAR OF THE DATA 
[16J RSUBMITTED. THE GEOMETRIC MEAN OF THE WEIGHTED PRICE RATIOS IS THEN 
[17J ACOMPUTED. THIS WEIGHTED PRICE RATIO IS THEN DIVIDED BY THE SUM OF THE 
[lsJ AWEIGHTS (TOTAL OF THE AVERAGE VALUES) TO PRODUCE THE PRICE INDEX. 
[19J ATHIS PROGRAM REQUIRES THE USE OF ~FMT, LIST. AND MIN 
[20 ] CTR.... 1 
[21J 'ENTER THE YEARS FOR WHICH THE INDEX IS TO BE COMPUTED, EG, 1973 1974 19 

75 
[22J N+pNN ....O 
[23 ] 'ENTER THE NUMBER OF ITEMS TO BE INC LUDED IN THE PRICE INDEX. EG, 6'
 
[24 J M....O
 
[25J PRICE+QUAN.... (M,N) p O
 
[26J 'ENTER THE NAMES OF THE ITEMS TO BE INCLUDED IN THE PRICE INDEX. EG. '
 
[27] 'LUMBER CEMENT NAILS ASPHALTSHINGLES. NOTE THAT ANY ITEM CONTAINING'
 
[28J 'TWO OR MORE WORDS IS TO BE JOINED TOGETHER TO MAKE ONE WORD. NO ITEM'
 
[29] 'SHOULD EXCEED SIXTEEN CHARACTERS IN LENGTH.'
 
[30J LIST+MIM' '.~ RCHANGES A ROW OF WORDS INTO A COLUMN MATRIX OF THE WORDS.
 
[31]	 LIST+LIST,«1+pLIST) ,(16-1~pLIST»p' , ATAKES LITERAL MATRIX CONTAINING I 

TEM NAMES 
[32J RAND PADS WITH BLANKS TO PRODUCE A LITERAL MATRIX OF THE FOLLOWING FORM: L 

IST[N;16]. 
[33J	 Ll:'ENTER DATA FOR THE PRODUCTION MATRIX, EG, QUANTITIES OF EACH ITEM SOLD 

, FOR ';NN[CTR] 
[34] Ll1:+(M=pVV .... ,O)/AGAIN
 
[35J ~ ....A+'INCORRECT NUMBER OF ITEMS. TRY AGAIN'
 
[36]	 -+L11 
[37] AGAIN: QUAN[ ;CTR ]+( (pVV) ,1) pVV 
[38] C1'R.... CTR+ 1 
[39J -+Ll x l ( CTR ) SN 
[40 J CTR.... 1 
[41] L2:'ENTER DATA FOR THE PRICE MATRIX,EG, PRICES OF EACH ITEM, FOR ';NN[CTR 

] 
[42J Ll11:~(M=pVV+.O)/AGAIN1 

[43J	 A 
[44J	 -+L111 
[45 J AGAIN1 :PRICE[ ;CTR]+( (pVV) ,1 )pVV 
[46J	 CTR+CTR+l 
[47)	 -+- £2 x \ (C TR) S:N 
[48]	 VALUE+QUANxPRICE 
[49] LOGRAT+(M,1)pl0~(,PRICE[;N])7PRICE[;1J 

[50J AVEVAL+(+/VALUE)~N 
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[ 51 ] WTRATIO~+/(AVEVALx.LOGRAT) 

[ 52 ] LOGPINDEX~WTRATIOf+/AVEVAL 

[ 53] R~(10*LOGPINDEX)xI00 

[ 54] 'PRODUCTION DATA'
 
[ 55 J '4A1.X12.10112' liFMT{(l 4 p'ITEM');(l.pNN)pNN)
, , 
[ 56 ] 
[ 57 ] '16Al.10CF12.2' 6FMT(LIST;QUAN), , 
[ 58 J 
[ 59 J , , 
[60J 'PRICE DATA' 
[ 61 ] '4Al.X12.10112' l:J.FMT«l 4 p'ITEM');(l.pNN)pNN), , [62 ] 
[ 63 ] '16Al.10CF12.2' /).FMT(LIST;PRICE), , 
[64 J , , 
[65J
 
[66J 'VALUE DATA'
 
[67 ] '4A1.X12.10112' 6FMT«1 4 p'ITEM');(l.pNN)pNN), ,[68] 
[69 ] '16Al.10CF12.2' 6FMT(LIST;VALUE), ,
[ 70 J , ,
[ 71 ] , ,
[ 72 ] 
[ 73 J 'PRICE INDEX (PERCENT) IS: ' ;R 

v 
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4.0
 

UCLA APL LIBRARY FUNCTIONS
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--> 1 PLOTFORMAT PLOT <-­

SYNTAX: A PLOT B 

THE FUNCTION PLOT WILL GRAPH ONE OR MORE FUNCTIONS 
SIMULTANEOUSLY, AUTOMATICALLY SCALING THE VALUES TO FIT 
APPROXIMATELY WITHIN SCALE DIMENSIONS SPECIFIED BY THE USEE. 
IT WILL WORK ONLY IN i-ORIGIN INDEXING. 

THE FORM IN WHICH PLOT IS USED IS: 

SCALESIZE PLOT FUNCTION 

LEFT ARGUMENT: ONE OR TWO NUMBERS.
 
SCALESIZE[l]: HEIGHT OF PLOT ON PAPER IN LINES
 
SCALESIZE[2]: WIDTH OF PLOT ON PAPER IN CHARACTERS
 
NOTE: IF NO SCALESIZE[2J IS GIVEN, SCALESIZE[l] IS BE-USED.
 

THERE I8 NO BUILT-IN LIMIT TO THE DIMENSIONS, AND.4 
HORIZONTAL AXIS LARGER THAN THE WORKSPACE WIDTH WILL 
C.4USE SOME POINTS TO BE PRINTED ON THE NEXT LOWER 
LINE. 

RIGHT ARGUMENT: A RECTANGULAR ARRAY WITH RANK ~ 3. 

SCALAR: WILL BE TREATED AS A VECTOR OF LENGTH ONE. 

VECTOR: WILL BE PLOTTED AS ORDINATE AGAINST ITS OWN 
INDICES .48 .4B8CI8SA. 

MATRIX: THE LEFTMOST COLUMN WILL BE TAKEN .48 THE 
ABSCISSA AND ALL OTHER COLUMNS WILL BE PLOTTED AS 
ORDINATES. A DIFFERENT PLOTTING SYMBOL UP TO THE 
NUMBER OF SYMBOLS AVAILABLE WILL BE USED FOR EACH 
COLUMN. IN CASE TWO ORDINATES HAVE .4 COMMON POINT, 
THE SYMBOL FOR THE COLUMN FURTHEST TO 'IHE RIGHT WILL 
BE USED. 

3-DIMENSIONAL ARRAY: THE FIRST PLANE WILL BE PLOTTED 
AS A MATRIX, AND ALL OTHER PLANES WILL BE DISREGARDED . 

.4UXILIARY FUNCTIONS: THE FUNC'TIONS AND AND VS CAN BE 
USED TO GENERATE THE RIGH']' ARGUMENT IN THE PROPER FORM 
FOR PLOT. FOR EXAMPLE: 

20 PLOT Z AND Y VS X 
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PLOT	 CHARACTERS: THE SYMBOLS USED ARE ASSIGNED TO THE 
VARIABLE PC IN LINE 1 OF PLOT. THE ALPHABET 
SUPPLIED IS 'O*oV60'. THIS ALPHABET MAY BE EXTENDED 
AND MODIFIED AS DESIRED, USING THE NORMAL 
FUNCTION-EDITING PROCEDURES: EITHER CHANGE LINE 1 OF 
THE FUNCTION, OR DELETE IT AND INDEPENDENTLY SPECIFY 
.4 V ALUE FOR PC. 

HISTOGhAMS: PLOT CAN BE USED TO GENERATE HISTOGRAMS BY 
SETTING THE VARIABLE HB TO 1 IN LINE 2 OF THE 
FUNCTION. ALTERNATIV ELY, -LINE 2 CAN BE DELETED, AND 
HS CAN BE SET EXTERNALLY. 
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v A PLOT B;C;D;F;G;H;I;J;L;T;Y;HZ;NB;VT;PT;ST;ISV;U 
[1J PC~'o*oV~O' 

[2J HS+O 
[ 3 ] 8T+ 1 2 5 
[ 4 ] 8M+ 5 1 a 
[ 5 J -;c(a=x I ( 2 p.4 ) , p B), 3 2 1 <P PB ) / a, PIi KERII , PLOTL2 , PLOTL3 
[ 6 ] + PLOTL 3 x p p p B ~cl. ( 2 , D) p ( 1 D~ p , B) ,B 
[7J PLOTL2:B+-B[1;;1 
[8~ PLGTL3:Y+-l+1(pB)[2]-1 
[ 9 J C~ ( ( r / r / B[ ; Y ] ) - L / L / B[ ; Y 1) , ( r / B[ ; 1 ] ) - L 1B[ ; 1 J 
[ 1 0 ] F -E- I ( 2 p.4 ) f C+ ( C == 0 ) x B [ 1; 2 1 J+ B [ 1; 2 1 ] =a 
[11J F+-(ST[+/(LO.0001+FxI0*-G)o.~8TJ)XI0*G+-LI0&F 

[12J G+C5M"tF)xL«L/l/B[;Yl),L/E[;TI)xFtSM+16L8Mr 1 4 
[13 J B[ ;TI+L O. 5+F[2 JxB[;l ]-G[2 J - ­
[ 14 ] B[; Y ] +L O. 5 + F [1 ~ x B[ ; Y 1- C[ 1 J 
[ 1 5 ] H+- SM x r ((r I r/ B[ ; Y 1) , r/ B[ ; 1 J ) f 8M 
[ 1 6 J NB~[ 1 J+ ( 8M [ 1 J.;. F[1 J ) x 0 , 1 H[1 J f 8M [1 J 
[17] HZ+C[ 2]+ (5M"[2]+ F[2 J».o , lH[2 ]t'5M[2 J 
[18J OpS'T+-6p"'"'ISV"+1~V+-9 ­
[ 1 9 ] PLOTL 4 : l'T+ v /0 > NB+-NB x 1 0 *U- S T [ 6 - 18V 1+- I ~ 1 + r I L 1 0 e ] (N B~ a )/ NB 
[20] PT+L 1+10!PT-l !PT+1E-S+( !NB)o. tl0*-1+q,tU 
[21 J L~U+l-( 4>( (C+-pNB) pl)A. =PT) 10 
[ 2 2 J + ( ( U> 2""+- VT+ r / I , ( L+ L~ I) , ( I ~ 0 ) x 2 + L- I) ,5'T [ 2 - I SV 1+- ST [ 2 - I S v 1y L? U- V1'+ L> I) / 

3 2 +I26 
[23~ +(-1+I25)xppp5'T[4-ISV]+I+l 
[24J +PLOTL4xppNB+-SM[1+~ISVlx-l+tC 

[25J PT+-(-VT+orl-I~PT 
[ 2 6 ] PT+- ( , PT ) x J +- , ~ ( ¢> pPT) p ( , t'Q ( 1 ~ PT ) v • A ( 1 U) 0 s 1 VT r I - 1 ) , (C x U+ 1 - 1+ VT+ I r I ~ 0 ) o 1• 

[2 7 J +(2+I26)Xl-VT 
[28J PT[(U-+/(C,U)pJ)+ijx-l+tC)+11 xNB<O 
[29j PT+-(-(lU+J)E(I+J),l-l+J+U-T)\(l a +C,U)pPT,UpO 
[30J PT[tC;I+Jl+-12 
[ 3 1 ] PT + , 0 1 2 3 4 5 6 7 8 9 - • ' [ 1 +t-i [ ; 1 U - 1 ] ] 

[32J +PLOTL13 x l - I SV 
[33J L+-l,H[2JpOxC~H[lJ 

[34J PLOTL8:L+(LxHSxC X O ) r l , H[ 2 ]p O 
[35] L[ l+(DxQ)/ BUl J ]+-(D~O)/ D+(C::B[ .r i : r. xy 
[36J +(C~O)/PLOTLll 

[ 3 7 J L+ L r 0 =(8M [2 ] f 2 ) f o, 1 H [2 J 
[ 3 8 ] PLOTL 11 :n [((p P'T ) [ 1 J , 1 + Cf 8M [1 ] ) [ 1 +Q =8M [ 1 ] IC 1; 1 t (' I', ( p Y) p PC) [ 1 + L J 
[39] +(O~C+-C-l )pPLOTL8 -- -­
[40J ~(U=U+SM[2J-~ISV+-"'"'ppNB+,HZ)pPLDTL4 

[ 41 ] PLOTL 1 3 '7T8M [2 J- 9 ) ~ ( t (0 0 , (U - 1 ) p 1 ) \ PT) , t ,
 

[42J +(ST[l 3~ 4J,1)1 1 3 5 7 10 +I26
 
[43J ('ORIGIN AND SCALE FACTOR FOR ORDINATE: ;G[lJ,tF[l])
t 

[44J +(2+I26)X10==ST[3] 
[45] ('SCALE FACTOR FOR ORDIN.4TE: ';10*8T[5 J-1) 
[46J +(2+I26)Xl0=ST[2J 
[ 4 7 ] (' 0 RIG IN .4 ND SC.4 LE F.4 CTOR FOR .4 BSCI .') 8.4: '; G[ 2 J , t F[ 2 J )
 
[48J ~Oxl0=ST[4J
 

[49J ('SCALE FACTOR FOR ABSCISSA: ;1D*ST[6]-1)
t 

[ 50 ] +0 
[51J PRKERR:'THE RIGHT ARGUMENT OF PLOT MUST HAVE RANK ~ 3.' 

V 
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.4 

--> 1 PLOTFORMAT VS <-­

SYNTAX: Z~A V 8 B 

THE <VS> FUNCTION IS ESSENTIALLY A COLUMN-CATENATOR, SIMILAR TO 
AND. EXCEPT THAT THE RIGHT-HAND ARGUMENT MUST BE OF RANK ~ 1. IT IS 
DESIGNED PRIMARILY TO PROVIDE CONVENIENT FORMATION OF INPUT TO PLOT 
FUNCTION. WHETHER USED BY ITSELF OR WITH AND. VB WILL CAUSE ITS 
RIGHT ARGUMENT TO APPEAR AS THE LEFTMOST COLUMN OF THE RESULTING 
ARRAY. (THE RESULTANT WILL BE AN ARRAY OF RANK THREE, CONSISTING OF 

SINGLE PLANE). 

V M+- .4 V S B; C: D 
[ 1 ] +- ( ( ( p p B+- • B ) < P PB) , 2 1 0 <ppA)/ 8 8 4 3
 
[ 2 J .4+-( (pB) .1) p.4
 
[3 J A+- ( ( x / pA) , 1 ) p.4
 
[4 J +(A/(pB)~1,lppA)/9
 

[ 5 J M+-(O,(lp~pA)pl)\A
 

[6 J M[ ; \ 1 J+-B
 
[ 7 ] +n x ppM+- ( 1 , pM) pM
 
[ 8 J +O=pO+-'AN ARGUMENT OF VR IS OF IMPROPER RANK.'
 
[ 9 ] 'ARGUMENTS OF VS ARE NOT CONFORMABLE.' 

--> 1 PLOTFORMAT AND <-­

SYNTAX: Z+-A AND B 

THE <AND> FUNCTION IS ESSENTIALLY A COLUMN-CATENATOR. WITH SOME 
EXIRA EFFECT'S WHEN THE ARGUMENTS ARE NOT MATRICES. THE FUNCTION IS 
DESIGNED TO BE USED EITHER INDEPENDENTLY. OR IN CONJUNCTION WITH 
VS. IT PROVIDES A CONVENIENT WAY OF FORMING INPUT TO DFT AND EFT. 

VAND[O J'V 
'iJ L.... A AND B;C;D 

[ 1 j +«(2<ppA)v3<ppB) .O~ppB)/ 17 3 
[2 ] B+-,B 
[ 3 ] + ( ( ( 3 =o p B ) A .1 ~.1 p p B) • 2 =p p.4 ) / .1 7 7 
[ 4 ] A+- ,.4 
[ 5 ] +(A/«pA)~l,D) .1~D+lp-2$pB)/.16 
[ 6 ] .4+-( ( ( Dx p.4 ) LD rp.4 ) , .1 ) p.4 
[7 ] +( 1;tppB)/9 
[ 8 ] B+- ( ( ( p B ) r(1 =p B ) x 1 p p.4 ) , 1 ) pB 
[ 9 ] +«A/D~1.lPPA)tl;tD+-1p-2~pB)/ 16 11 
[10J B+- ( ( ( 3 =p p B) c i ) • ( .1 p p.4 ) , 1 p ¢> pB ) pB 
[ 11 J +(3=ppB)/14 
[ 12 ] L+-«(C+-1p¢>pA)pO).(lP¢>pB)pl)\B 
[ 1 3 J +0 x p p L [ ; 1 C 1.... A 
[14 J L+-( .1, ( ( C+-1 p ¢> p.4 ) pO) , ( - .1 + 1 p ¢> pB ) p 1 ) \ B 
[ 1 5 ] +-0 x p p L [ ; ; 1 + t C 1+-.4 
[16 ] +-O=pC+-'ARGUMENTS OF AND ARE NOT CONFORMABLE.' 
[17] 'AN ARGUMENT OF AND IS OF IMPROPER RANK.' 

'V 
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--> 1 FORMAT 6FMT <-­

SYNTAX: FS 6FMT (Vl;V2;V3;VN) 

AUTHOR: 5TSC 

REFERENCE: ~FMT - REPORT FORMATTING IN APL PLUS s STSC 

~FMT GIVES THE APL PLUS USER A SIMPLE, ECONOMICAL s AND 
ADAPTABLE MEANS OF PRODUCING REPORTS INVOLVING TABULAR FORMATTING 
OF NUMERIC AND CHARACTER DATA. TABULAR OUTPUT PRODUCED USING ~FMT 

TAKES ABOUT ONE-TWENTIETH THE CPU TIME REQUIRED USING OTHER 
METHODS. 
6FM'j! EMPLOYS ITS LEFT ARGUMENT TO CONTROL PRINTING OF ITS RIGHT IN 
ONE OR MORE COLUMNS. 

RIGHT ARGUMENT 

Vis V2, V3, ... , AND VN ARE APL VARIABLES OR EXPRESSIONS. THEY MAY 
BE ANY COMBINATION OF CHAR.4C r OR NUMERIC SCALARS, VECTORS ORl ER 
MATRICES. A MATRIX IS PRINTED IN ONE OR MORE COLUMNS; A VECTOR OR 
SCALAR IS TREATED AS THOUGH IT WERE A SINGLE COLUMN MATRIX. 

LEFT ARGUMENT 

FS IS A CHARACTER VECTOR MADE UP OF ONE OR MORE FORMAT PHRASES 
SEPARATED BY COMMAS. EACH PHRASE CONTROLS THE PRINTING OF ONE OR 
MORE COLUMNS. THE ALLOWABLE FORMAT PHRASES ARE: 

MAW CHARACTER EDITING 
MIW OR MQIW INTEGER EDITING 
MFW.D OR MQF~.~ FIXED-POINT NUMERIC EDITING
MEW.S FLOATING-POINT NUMERIC EDITING 
MXW - INSERTION OF BLANKS 
[~TEXT~ INSERTION OF TEXT 

HERE M, W, D, AND S REPRESENT INTEGER CONSTANTS. ~ REPRESENTS 
OPTIONAL QUALIFIERS AND DECORATIONS s 

M, WHICH IS OPTIONAL, INDICATES HOW MAY TIMES A PHRASE IS TO APPLY. 
IF M IS NOT PRESENT, IT IS TAKEN TO BE 1. THUS, 3Al IS EQUIVALENT 
TO Ai,Al,Ai AND 214 IS EQUIVALENT TO I4,I4. 

W IS THE FIELD IS THE FIELD WIDTH, INDICATING THE NUMBER OF PRINT 
POSITIONS OCCUPIED BY THE EDITED VALliE (FOR A, I, F s AND E) OR BY 
INSETED BLANKS (FOR X) • 

FOR FIXED-POINT EDITING, D IS THE NUMBER OF DIGITS TO APPEAR TO THE 
RIGHT OF THE DECIMAL -POINT. D MUST BE LESS THAN W. FOR 
FLOATING-POINT EDITING s S IS THE NUMBER OF SIGNIFICANT DIGITS TO BE 
PRINTED. ! MUST BE LES8 THAN K-4. 
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TH~ A PHRASE IS USED ONLY TO FDITY CHARACTER VALUES WHILE I, F, AND 
E PHRASES ARE USED ONLY TO EDIT NUMERIC VALUES. 

CHARACTERS ENCLOSED BETWEEN ~ ~YMBOLS ARE INSERTED DIRECTLY INTO 
TOE EDITED LINE. THE INSERTED TEXT IS PRINTED EXACTLY AS IT APPEARS 
(INCLUDING SPACES) BETWEEN THE ~ SYMBOLS. 

QUALIFIER	 CODES 

B LEAVES THE RESULT FIELD BLANK IF THE EDITED VALUE IS 
ZERO 

C INSERTS COMMAS BETWEEN EACH GROUP OF THREE DIGITS IN 
THE INTEGER PART OF THE EDITED VALUE. 

L LEFT-ADJUSTS THE VALUE IN THE RESULT FIELD. 
Z FILLS UNUSED LEADING FOSITIONS IN THE RESULT FIELD 

WITH ZEROS (AND INSERTED COMMAS, IF THE C QUALIFIER 
IS USED) INSTEAD OF BLANKS. 

DECORATION CODES 

M[!'jTEXT~	 PLACES THE TEXT ON THE LEFT OF AN EDITED NAGATIVE 
VALUE. THE DEFAULT VALUE FOR THE M DECORATIONS IS THE 
NEGATIVE SIGN. '-'. 

Nr!JTEXTrJ PLACES THE TEXT ON THE RIGHT OF AN EDITED NEGATIVE 
VALUE. THE DEFAULT VALUE IS NULL. 

P~TEXT~ PLACES THE TEXT ON THE LEFT OF AN EDITED POSTIVE OR 
ZERO VALUE. THE DEFAULT VALUE IS NULL. 

Q~TEXT~ PLACES THE TEXT ON THE RIGHT OF AN EDITED POSITIVE OR 
ZERO VALUE. THE DEFAULT VALUE 18 NULL. 

R~TEXT~	 FILLS THE RESULT FIELD WITH THE TEXT, PRIOR TO EDITING 
TdE VALUE INTO THE FIELD. THE TEXT WILL APPEAR IN ALL 
POSITIONS OF THE RESULT FIELD NOT FILLED BY THE EDITED 
VALUE. THE TEXT IS USED AS MANY TIMES (REPLICATED) AS 
NEEDED TO FILL THE FIELD. THE DEFAULT VALUE IS BLANK. 
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--> 1 FORMAT COLNAMES <-­

SYNTAX: RESULT ~ FS COLNAMES TEXTVECTOR 

REQUIRES: EWTD 

REFERENCE: ~FMT - REPORT FORMATTING IN APL PLUS 9 STSC 

THE FUNCTION COLNAMES PRODUCES COLUMN HEADINGS FOR A ~FMT RESULT. 
FS IS THE VECTOR OF FORMAT PHRA&ES NORMALLY USED BY ~FMT AND 
TEXTVECTOR CONTAINS THE COLUMN HEADINGS. THE FIRST CHARACTER OF 
TEXTVECTOR IS TAKEN AS THE SEPARATOR CHARACTER 9 AND THE CHARACTERS 
BETWEEN SUCCESSIVE SEP.4R.4TORS WILL APPEAR OVER ~FMT FIELDS • .4 6FMT 
FIELD CAN BE SKIPPED BY USING TWO CONTIGUOUS SEPARATJRS. THE 
CHARACTERS ARE RIGHT-JUSTIFIED FOR F 9 1 9 AND E FIELDS 9 AND ARE 
LEFT-JUSTIFIED FOR A FIELDS. X AND ~TEXT~ FIELDS ARE SKIFPED. IF 
THE NUMBER OF CH.4RACTERS 1'0 BE PRINTED EXCEED'8 THE FIELD WIDTH 9 

THAT PART OF THE LINE WILL BE FILLED WITH STARS 9 EXCEPT THAT 
OVERSIZE TEXT ASSOCIATED WITH A FIELDS WILL BE PLACED IN FOLLOWING 
X AND ~TEXT~ POSITIONS. 

VCOLN.4ME8[O J'iJ
 
V E~A COLNAMES B;C;D;E;S
 

[ 1 ] C+E+OpA~«E+~?1)pO)9.RWTDA 
[2 J -+( 1 ~ p.4 ) p 1 2 
[ 3 ] -+ ( A [ 3 J~ 4 ) P 7 

[4 J C+C 9 .4 [ 1 ] p - A [ 2 ] 
[ 5 ] A.... 4~.4 

[6 ] -+-2 
[ 7 ] C~C.(O.5x4;tA[3J)+x/A[1 2J 
[ 8 J -..( 1~p.4~4~.4) p12 
[ 9 J +(A[3J< 4 5)/ 2 7 
[10J C~ ( -1 ~ C) ( -1 +C) + x / A [1 2 ] 9 

[ 11 ] +8 
[12J A++ / t LC 
[ 13] S+09 E+(B=-ltB)/lpB+l$9B 
[14J +( 1 0.5 =(p8) 9111+C)/ 22 19 

9[15] R~ R 9 ( I 1 t C ) t ( ( ( pD ) > I 1 t C ) / ( f 1 t C ) p , *' ) ( 1 t C ) t D~ - 1 ~ 8 [ 1 - F 1~ S [ 2 - E 1t B 
[16J S+1~8 

[17] C~l~C 

[18 ] +14 
[19J R+R 9 ( L1 +C ) t' , 
[20 J C~l~C 

[21J +14 
[22J R+- ( 1 9 .4 ) p.4 t R 

V 
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--> 1 FORMAT CENTER <-­

SYNTAX: RESULT + FS CENTER TEXTVECTOR 

REQUIRES: RWTD 

REFERENCE: AFMT - REPORT FORMATTING IN APL PLUS. STSC 

THE FUNCTION CENTER PRODUCES A CENTERED TITLE LINE FOR USE WITH A 
6FMT DISPLAY. FS IS THE VECTOR OF FORMAT PHRASES NORMALLY USED BY 
6FMT, AND THE TEXTVECTOR IS A CHARACTER VECTOR HOLDING THE TITLE. 
THE RESULT IS A CHARACTER MATRIX WITH ONE ROW AND AS MANY COLUMNS 
AS A ~FMT RESULT WOULD HAVE IF USED WITH FS AS THE LEFT ARGUMENT. 
11HE CH.4R.4CTERS GIVEN IN TEXTVECTOR ARE CENTERED IN THIS MATRIX. IF 
TEXTVECTOR IS TOO LONG, IT IS TRUNCATED AT THE RIGHT 

V R+-A CENTER B 
[lJ A+-+/xj 0 -2 ~RWTD A 
[2 J R+- ( 1 , .4 ) pA t ( ( rO. 5 x 0 r.4- p B ) t' '), B+- ,B 

V 

--> 1 FORMAT RWTD <-­

SYNTAX: RESULT + RWrD FS 

REFERENCE: ~FMT - REPORT FORMATTING IN APL PLUS, ETSC 

']'HE RESULT OF RWTD IS .4 NUMERIC MATRIX WITH .48 MANY ROWS .48 THERE 
ARE FORMAT PHRASES IN FS (A VALID ~FMT FORMAT PHRASE 
(LEFT-ARGUMENT»), AND FOUR COLUMNS. THE COLUMNS HAVE THE FOLLOWING 
IN1'ERPRETATION: 

1	 REPETITIONS 
2	 WIDTH OF FIELD 
3	 TYPE OF FIELD, AS FOLLOWS 

1 F FIXED-POINT
 
2 I INTEGER
 
3 E FLOATING-POINT
 
4 A CHARACTER DATA
 
5 X SKI P
 
6 ~TEXT~ LITERAL TEXT
 

4	 DECIMAL POSITIONS FOR FIXED-POINT,
 
SIGNIFICANCE FOR FLOATING-POINT, AND
 
ZEliO OTHERWISE.
 

ERROR CHECKING IS NOT PERFORMED AND IT I8 ASSUMED THAT FS IS A 
PROPER 6FMT ARGUMENT. 
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--> 1 INFNS AKI <-­

SYNTAX: R+AKI P 

AUTHOR: ROY SYKES, STSC, L.A. OFFICE 

WHEN EXECUTED, <AKI> PRINTS OUT THE PROMPT P AND AWAITS A USER 
RESPONSE ON THE SAME LINE. CONSECUTIVE SPACES ARE COMPRESSED OUT OF 
THE RESPONSE, WHICH IS THEN RETURNED AS THE EXPLICIT RESULT OF THE 
FUNCTION. 

'V R+-AKI AKI;.4
 
[1 J ~-4-AKI
 

[2 J 201:10
 
[ 3 ] +(4 7 =pA+,~)1 9 8 
[4 ] R+' '=A-f-' ',.4 
[ 5 ] R+-l +(Rn 1 t R , 1 ) / A 
[6 ] 5I120Lor-140+2 x ( pA ) +- l t pAKI
 
[7J +0
 
[ 8 ] +4x'8U8PEND'V.~.4 

[9J +( 'f!.1!.!.f..'v.~A)p4
 

[10J ...
 
'V
 

-- > 1 INFNS AYN <-­

SYNTAX: R+-AYN P 

REQUIRES:AKI 

AUTHOR: ROY SYKES, STSC, L.A. OFFICE 

THE FUNCTION <AYN> PRINTS THE PROMPT, SPECIFIED BY THE MAIN 
PROGRAM IN THE VARIABLE P, AND ATTEMPTS TO RECEIVE A YES OR NO 
REPONSE FROM THE USER. THE ONLY RESPONSES ACCEPTED ARE: YES, NO, Y, 
OR N. ANY OTHER RESPONSE WILL CAUSE THE <AYN> FUNCTION TO PRODUCE 
AN ERROR MESSAGE AND REQUEST THE USER TO TRY AGAIN. WHEN A VALID 
RESPONSE IS GIVEN BY THE USER, THE <AYN> FUNCTION RETURNS TO THE 
MAIN PROGRAM A 1 IF THE RESPONSE WAS YES AND A 0 IF THE RESPONSE 
WAS NO. 

V R-4-AYN AYN;A;N;T 
[1J R ACCEPT YES/NO INPUT. REQUIRES <AKI>, AND <B5>. AUTHOR: E. RYKER, RTSC. 
[2 J .4;- 4 3 p"YE 8N0 Y N
 
[3 J T+AYN
 
[4J +(0 3 ~pN+-AKI T,' ',4pBS)/ 3 6
 
[5J +4,pT-4-·PLE.48E ANSWERYES OR NO:'
 
[ 6 J + ( v / T+ .4 A • =3 t N ) 1- 5
 
[7J n+-'?/T
 

'V 
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--> 1 INFNS INP <-­

SYNTAX: R+-INP L 

AUTHOR: ROY SYKES, STSC, L.A. OFFICE 

THE FUNCTION <INP> ALLOWS THE USER TO SPECIFY THE ACCEPTABLE
 
NUMBER OF INPUTS. THE RIGHT ARGUMENT IS ONE OR MORE NUMBERS WHICH
 
REPRESENT THE ACCEPTABLE SIZE OF THE INPUT VECTOR. FOR INSTANCE, IF
 
YOU WOULD ACCECT EITHER 1 OR 5 NUMERIC INPUTS, WHERE IN THE CASE
 
WHERE 1 WAS GIVEN IT WOULD BE USED FOR ALL FIVE NUMBERS, THE
 
FOLLOWING FORM WOULD BE USED:
 

Fi.+-INP 1 5 

THE <NIP> FUNCTION WOULD ACCEPT A SERIES OF NUMBERS AND CHECK
 
TO SEE IF THERE WAS EITHER 1 OR 5 VALUES GIVEN. IF THERE WAS, THE
 
RESULT WOULD BE RETURNED TO THE CALLING PROGRAM. IF THERE WAS A
 
LARGER OR SMALLER GROUP OF NUMBERS GIVEN, AN APPROPRIATE ERROR
 
MESSAGE WOULD BE GIVEN.
 

v Z+INP X·V-EXIT
 
[1 J R-INPUT-;-VALUES.


SEN. HAS 'EXIT' (~) OPTION. REQUIRES: <AFMT>. AUTHOR: C. CLAY 
[2 J EX IT+- a 0 pO 
[ 3 ] +( l~ppL+{) p5
 
[ 4 J -+­

[ 5 ] ~6X(A/!~p,Z)AXp,X 
[6 J l+' '=V+' LENGTH-ERROR ... REENTER ' ( ­

~!, p,K)p '8' )!t'. ' ' 34-, '13, ~ ORI!J' tJ.FMT !},' VALUE', «(v /1 
[ 7 J 14-(Z~1"'Z,1)/V 
[8 ] ~3 - - ­

--> 1 INFNS IPI <-­

SYNTAX: R+-IPI P 

REQUIRES: AKI MIM 

AUTHOR: CHRIS CLAUSEN, PHYSIOLOGY DEPARTMENT, UCLA 

THE FUNCTION <IPI> ALLOWS THE MAIN PROGRAM TO PROMPT THE USER 
FOR A SERIES OF POSITIVE INTEGERS. THE MAIN PROGRAM PRINTS THE 
RIGHT ARGUMENT, WHICH IS AN ALPHA NUMERIC LITERAL VECTOR (PROMPT) 
E'XPLAINING TO THE USE WHAT NUMBERS HE SHOULD ENTER. THE FUNCTION 
THEN WILL ACCEPT 'THE RESPONSE FROM THE USER, TYPED ON THE SAME LINE 
AS THE PROMPT, AND RETURN THE RESULT TO THE MAIN PROGRAM. IF 
ANYTHING OTHER THEN POSITIVE INTEGERS ARE ENTERED AN APPROPRIATE 
ERROR MESSAGE WILL BE GIVEN. THIS PROGRAM WILL ACCEPT EITHER 1 
VALUE, WHICH IS CONVERTED INTO A SCALAR; OR A SERIES OF VALUES, 
WHICH ARE CONVERTED INTO A VECTOR. 
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--> 1 INFNS LINP <-­

/)'YN 'LAX: R+- LIN P S 

AUTHOR: CHRIS CLAUSEN, PHYSIOLOGY DEPARTMENT, UCLA 

THE FUNCTION <LINP> IS DESIGNED TO ACCEPT INPUT THAT WOULD 
NORMALLY NOT FIT ON ONE LINE. THE MAIN PROGRAM &PECIFIES THE NUMBER 
OF INPUTS DESIRED, ~, AND THE <LINP> CONTINUES TJ ASK FOR MORE DATA 
UNTIL IT HAS RECEIVED THE REQUIRED NUMBER. IF THE USER TYPES IN 
MORE NUMBERS THAN ARE NEEDED, THE FUNCTION WILL ASK THE USER TO 
REENTER JUST THE LAST LINE OF HIS INPUTS. 

V Z+-LINP X;EXIT;END;N;M 
[1 J R-LARGE INPUT uF X VALUF:S. H.48 'EXIT' OPTION. REQUIRES: <NOSPACE>, <I1FMT> 

.;.4UTHO~CHRIS CLAUSEN, UCLA-PflYSltJLOGY
 
[2J EXIT~ a a 0 pO
 
[3~ END+- 0 0 pO
 
[4J M+-!r/x
 
[5 J Z~l a ­
[6J ~(2 3 =ppN+O)/ 12 15
 
[ 7 J ..(M < p N+- Z , N) p 11
 
[8J Z+-N - - ­
[9 J ':;([=p~) pO
 
[ 10 J +-6
 
[11j +6,pO+-'LENGTH ERROR ••• REENTER LAST LINE.'
 
[12J +-«O=p,X)vxv.=pZ)/0
 
[13j NOSP_4CE-'LENGTH-ERROR ••• REEN'PER ',(-3+,'I3,~ QR[!J' I1FMT !.),' VALUES.' 
[ 14 J +5
 
[ 1 5 J +
 

v
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--> 1 INFNS NIP <-­

8YN'T.4X: R+-NIP P 

REQUIRES: AXI fL 

AUTHOR: ROY SYKES, STSC. L.A.OFFICE 

THE FUNCTION <NIP> ACCEPTS A PROMPTED NUMERIC ANSWER AND 
RETURNS THE RESULT TO THE CALLING PROGRAM. THE RIGHT ARGUMENT.P , 
IS A ALPHANUMERIC LITERAL DIFINING TO THE USER WHAT INFORMATION IS 
DESIRED. THIS FUNCTION WILL ACCEPT JUST ONE NUMBER. BUT TH.4T NUMBER 
CAN BE ANY VALID REPRESENTATION ACKNOWLEDGEABLE IN APL. 

v R+-NIP P;O;S;I;D;E;T
 
[1 J R NUMERIC INPUT;AUTHOR: ROY SYKES, STSC.
 
[2 ] +4,0+--?1 - ­
[ 3 ] E:P+-'INCORRECT NUMBER ...PLEASE REENTER',(lt(O=pE)p':' ),E 
[4 ] -E+-( 1+1+-0+Pl' R' )i-P+-,P
 
[ 5 J P+-T +P
 
[6 ] +(0 1 =pT+-AKI p)/ 6 9 
[ 7 ] T+-O+'0123456789.--E'lT 
[8 ] +(13ET+-(S+-«P+-1 )tT)E 11 12)i-T)~ 15 11 
[ 9 ] +(11 10 0 ~T+-O+'0123456789D'lT)/E, 10 2D
 
[10~ ~O,pR+-O ­
[11J p... ( 1 + D'"0+ T 1 1 3 ) i- T
 
[12 ] +(V/10SP+-(I+-l1=1+P)i-P)pE
 
[1 3 J +(OE(pP),pT+-DtT)pE ­

[14 ] P"'10*(-1*I)xl0iP ­

[15J +«V/T~11)Vl0€D+-(1+I"'O+Tll0)~T)pE
 

[16 ] +(O::pT+-(ItT),D)pE ­

[17] T+-pX(-1 0.1 x.*S:pD)x101T 
[18 ] +1 9+ T~ LT
 
[19J T+-LT
 
[2 a ] R+- T
 

v 
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--> 1 INFNS BS <-­

THE BS CHARACTER CAN BE USED TO BACKSPACE THE PRINT ELEMENT. IT 
CAN BE STORE LIKE ANY OTHER APL CHARACTER IN A CHARACTER ARRAY. AN 
EXAMPLE OF ITS USE IS: 

R+'TH1S IS A TEST'.(14p~) .14p'_' 

R NOW LOOKS LIKE THIS: 

THIS 18 .4 TE8T 

--> 1 INFNS fK <-­

THE' CR CHARACTER CAN BE USED TO CAUSE .4 CARRIAGE RETURN WITHIN 
A PROGRA~ IT CAN BE STORED LIKE ANY OTHER APL CHARACTER. FOR 
EXAMPLE IT CAN BE IMBEDDED WITH IN A CHARACTER ARRAY. FOR EXAMPLE: 

R-+-' THIS' ,fK, 'IS' ,fK, '.4' ,fK, 'TEST' 

R IS NOW THIS: 

THIS 
IS 
A 
TEST 

--> 1 INFNS fE <-­

THE LINE FEED CHARACTER CAN BE USE TO CAUSE THE TERMINAL TO 
SKIP LINES WITHOUT RETURNING THE CARRIAGE. FOR INSTANCE, IF THE 
PRINT BALL WAS POSITIONED AT POSITION 50 ON THE PAGE, 4 LF'S WOULD 
CAUSE THE TERMINAL TO ADVANCE 4 LINES, BUT THE TYPE BALL WOULD 
STILL BE IN POSITION 50. 

ENTER DOCUMENT NUMBER(S) TO PRINT: 
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5.1
 

Class Schedule and Reading Assignments
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INTERACTIVE COMPUTING FOR MANAGEMENI' EDUCl\TORS 

Cra due te School of Management 
Uruvor s i ty of Co li forn ta , Los l\ngeles 

Time 

CLASS SCI-IEDULE 

Group A 

Topic 

Group B 

Monday I 
30 June 

9:00 - 10:00 a.m. Course Introduction a nd Overview: Adminis tra tive 
Details of the Program (2232A GSM) 

10:00 - 11:00 a c m , Tour of the UCLA Campus 

11:00 - 11:30 a i m , Tour of UCLA Campus 
Computing Ne twork 
(CCN) 

Visit Ackerman and 
Kerckhoff Halls 

11:30 - 12:00 a c m , Visit Ack erma n and 
Kerckhoff Halls 

Tour of UCLA Campus 
Computing Network 
(CCN) 

12:00 - 1:00 p i rn , Lunch I UCLA Facul ty Center 

1:00 - 2:30 p i m , Assignment #1, Lecture (2232A GSM) 

2:30 - 4:00 p i m , Assign. #2, Lecture 
(2232A GSM) 

Ass i 9 n • #1, La b • 
(2035C GSM) 

4:00 - 5:30 pv m , Assign. #1, 
Lab. (203 SC G8M) 

Assign. #3 I 

Lecture (2232A G8M) 

Tuesday, 
1 July 

8:30 - 10:00 a c m , Assign. #3 I 

Lecture (2232A GSM) 
Assign. #3 I 

Lab. (2035C GSM) 

10:00 - 10:15 a.m. Break Break 

10:15 - 11:45 a v m , Assign. #3, 
Lab. (2035C GSM) 

Assign. #4, 
Lecture (2232A GSM) 

11:45 - 12:50 p i m, Lunch, UCLA Faculty Center 

12:50 - 2:20 pm , Assign. "*4, 
Lecture (2232A GSM) 

Assign. #4, 
Lab. (2035C GSM) 

2:20 - 2:25 p i rn, Break Break 
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2:25 - 3:55 p i m, Assign. #4, Assign. #5, 
Lab. (203SC GSM) Lecture (22321\ GSM) 

3:55 - 4:00 p i m• Break Break 

4:00 - 5:30 p v m , As sign. #5, Assign. #"S, 
Lecture (2232A GSM) Lab. (203 5C GSM) 

Wednesday, 8:30 - 10:00 a i m , Assign. #5, Assign. #6, 
2 July Lab. (203SC GSM) Lecture (2232A GSM) 

10:00 -10:15 a c m , Break Break 

10:15 - 11:45 a i m , Assign. #6, Assign. #6, 
Lecture (2232A GSM) Lab. (2035C GSM) 

11:45 - 12:50 p i m, Lunch, UCLA Faculty Center 

12:50 - 2:20 p s rn , Assign. #6, Assign. #7, 
Lab. (Z035C GSM) Lecture (2232A GSM) 

2:20 - 2:25 pv m , Break Break 

2:25 - 3:55 p i m , Assign. #7, Assign. #7 I 

Lecture (2232A GSM) Lab. (203SC GSM) 

3:55 - 4:00 p i m, Break Break 

4:00 - 5:30 p v m , Assign. *7, Assign. #8, 
Lab. (203 SC GSM) Lecture (2232A GSM) 

Thursday, 8:30 - 10:00 a i m , Assign. #8, Assign. #8, 
3 July Lecture (2232A GSM) Lab. (203SC GSM) 

10:00 - 10:15 a • m , Break Break 

10:15 - 11:45 a c rn • Assign. *8, Assign. #9, 
Lab (2035C GSM) Lecture (2232A GSM) 

11:45 - 12:50 pv m , Lunc h , UCLA Faculty Center 

12:50 - 2:20 p i m , Assign. #9, Assign. #9, 
Lecture (223 2A GSM) Lab. (203 5C GSM) 

2:20 - 2:25 pv m, Break Break 

2:25 - 3:55 p i m , Assign • .:Jt9, Assign. #10, 
Lab. (203SC GSM) Lecture (2232A GS~A) 
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3:55 - 4:00 p i m , Break Break 

4:00 - 5:30 p i m , Assign. #10, 
Lecture (2232A GSM) 

As sign. #10, 
Lab , (203SC GSM) 

Friday, 
4 July 

8:30 - 10:00 a c m , As sign. #10, 
Lab. (203 SC G8M) 

Assign. #11, 
Lecture (2232A GSM) 

10:00 - 10:15 Break Break 

10:15 - 11:45 a i m • Assign. #11, 
Lecture (2232A GSM) 

Assign. #11, 
Lab. (2035C GSM) 

11:45 - 12:50 p i m , Lunch I Buffet in 23 S5 GSM 

12:50 - 2:20 p i m• Assign. #11, 
Lab. (2035C GSM) 

Assign. #12 I 

Lecture (2232A GSM) 

2:20 - 2:25 p i m, Break Break 

2:25 - 3:55 p.m. As sign. #12, 
Lecture (223 2A GSM) 

Assign. #.12, 
Lab. (203 SC GS!vl) 

3:55 - 4:00 p i m , Break Break 

4:00 - 5:30 pvrn , Assign. #12, 
Lab. (2035CGSM) 

Assign. *13, 
Lecture (2232A GSM) 

Monday, 
7 July 

8:30 - 10:00 a v m , Assign. *13, 
Lecture (223 2A GSM) 

Assign. *13, 
Lab. (203SC GSM) 

10:00 - 10:15 a v rn , Break Break 

10 :15 - 11:45 a. m • Assign. #13 I 

Lab. (203 SC GSM) 
Assign. #14, 
Lecture (2232A G8M) 

11:45 - 12:50 p s m , Lunch, UCLA Faculty Center 

12:50 - 2:20 p i m , Assign. #14, 
Lecture (2232A GSM) 

Assign- *14, 
Lab. (2035C GSM) 

2:20 - 2:25 p • m • Break Break 

2:25 - 3:55 p s m , Assign. #14, 
Lab. (2035C GSM) 

As sign. #15, 
Lecture (2232A GSM) 

3:55 - 4:00 p s m , Break Break 
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Tuesday 
8 July 

Wednesday, 
9 July 

Thursday I 
10 July 

Frtda y, 
11 July 

4:00 - 5:30 prn . 

8:30 - lO:OOa.m. 

10:00 - 10:15 a c m , 

10:15 - 11:45 a i m , 

11:45 - 12:50 p i m , 

12:50 - 2:20 p v m , 

2:20 - 2:25 p i m • 

2:25 - 3:55 p c m , 

3:55 - 4:00 p i rn , 

4:00 - 5:30 p i m , 

8:30 - 10:45 a.m. 

10:45 - 11:00 e , m. 

11:00 -12:00 a i m , 

12:00 - 1:00 p i m , 

}:oo - 5:30 pv rn , 

8:30 - 10:45 a c m • 

10: 45 - 11: 0 0 a. m • 

11:0 0 - 12: 00 a. m . 

12:00 - 1:00 p i m , 

1:00 - 5:30 p i m • 

8:30 - 10:00 a.m. 

10:00 - 10:15 <1. m , 

10:15 - 11:00 a .'m • 

Assign. #15 I Assign. #15, 
Lecture (2232A GSM) La b. (2 0 3 5C G SM) 

As sign. #15, As s i qn , #16,
 
Lab. (2035C GSM) Lecture (223 2A GSM)
 

Break Break 

Assign. #17, Lecture (2232A GSM) 

Lunch, UClA Faculty Center 

Assign. #18, Lecture (223 2A GSM) 

Break Break 

As sign. #16 , Prograrnming Proj ect 
Lecture (2232A GSM) Lab. (203 5C GSM) 

Break Break 

Programming Project, Lab. (203SC GSM) 

Proqrarnmi nq Project, Lab. (2035C GSM) 

Break 

Commerical Applica tion s of API" Scientific 'I'ime
 
Sherir.q Corp , , Lecture, (2232A GSM)
 

Lunch, UClA Faculty Center
 

Programming Project, Lab (2035C GSM)
 

Programming Proj ect, Lab (203 5C GSM)
 

Break
 

Commerical Applications of APL, Proprie tary
 
Computer Systern s , Inc., Le cture (2232A GSI'v1)
 

Lunch, lJeLA Facul ty Center
 

Programming Project, Lab , (203SC GSlv1)
 

A Review of APL Usage, Lecture (2232A c;sr\~) 

Brea k 

Pedaqoqica l Approaches to T(~achtng }\PL, 
Lecture (22321\ GSI\1) 
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11:00 - 12:00 a.m. Proqro mrni nq Project, IJab. (2035C GSM) 

12:00 - 1:00 p i rn , Lunch, UCLA Faculty Center 

1:00 - 5:30 p i m .. Programming Project, Lab. (203 SC GSM) 

6/30/75
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INTERACTIVE COMPUTING FOR MANAGEMENT EDUCATORS 

Gradua te School of Management
 
University of California, Los Angeles
 

Reading Assignments 

Note:	 ..Buckley et e l ." refers to Buckley, Nagaraj, Sharp I and 
Sche nck I Management Problem -Solving in APL, Melville, 
1974. 

"G. & R. II refers to Gilman & Rose, APL: An Interactive 
ARproach (2nd Edition), John Wiley & Sons, 1974. 

Assign. #	 Required Reading 

1.	 Buckley et al., Chapter 1. 
G.& R." Chapters 1 & 2. 

2 •	 Bo hl , Information Processing, 8RA, 1971, 
pp , 1..-37 I 49-93, 106-171, 189-220,231-235 
a nd 2 4 7 - 282 • 

3 •	 G.& R., Chapters 3,4, & s. 

4.	 G.& R., Chapters 6 & 7. 

5.	 G.& R. I Chapters 8 & 9. 

6.	 G.& R., Chapters 10 & 12. 

7.	 G.& R., Chapters 11 & 13. 

8.	 G.& R. , pp , 131-137 , 159-164, Chapters 22 & 23 

9. G.& R., Chapter 14 & IS. 

10 • G.& R. , Chapters 16 I 17, & 28. 

11. G.&R., Cha pters 18 & 19. 

12• G.&R., Chapters 20 & 24. 

13 • G.&R. , Cha pters 25 I 2 6, & 2 7 • 
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14. 

IS • 

16. 

17 • 

18 • 

6/30/75 

UCIJ\ APL Library Discription (Handout): 
PLOT Description (Handout); Buckley 
et ale I Chapter 7. 

STSC I APL Plus Cl FMT Report Forma tting 
Ins tructiorls Manuat; G. & R., Chapter 
21 (lightly) 

No reading a s s icrnment (a discussion of 
procre rnrruno te chntque s for use with APL). 

G.& R., Chapters 29, 30, & 31; STSC, APL 
Plus File Subsystem Instruction Manual. 

G.& R., Chapters 32 & 33. 
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Class Handouts
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5.2. 1
 

A Guide to Writing APL Programs
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---- -- ------A GUIDE TO WHITING APL PROGRJlMS 

Define the Problem.
 

Read the problem statement carefull~ and decide what
 
really being asked for.
 

Identify tIle Steps Needed. 

E. R. l·fcLean 
Fall 1973 

it is that is 

Break down the problem into the 10gical steps needed to solve the
 
problem (not' the specific APL instructions).
 

3. Define the Logic of Each Step. 

Here the exact operations needed to accomplish the desired resttlts are 
de t'Lne d ; e.g., "Tnput data from a user"--a step as defined in No.2 
above--would require (1) "Display instructions to the users of your 
program," (2) "Accept a literal input from the us er , end (J) "Store 
the Lnput in a variable," 'Would be t.he No. 3 equivalent of No.2. 

4. Write the Code and Define the Function. 

'raking the detailed logic of Step No.3, write the a.ctual APL code 
needed to accomplish each step or task. If you are unsure about a 
particular operator, or how a line of code will actually execute, 
you may wish to test it out first before going I nto f'unc t t on det"'irlit5~cn 

mode. 

5. When You Have Defined the Function, Test It with Sample Data.. 

In testing your function, use "typical" data first, and then use more 
unusual data (e.g., vectors rather than scalars, negative numbers, 
zeros, etc.). 

6. When the Function "Hangs," Examine the Indicators. 

The error messages (e.g., LEIlGTH ERROR, RANK EJ?ROR. SYNTAX ERROR, etc.) 
and the location of the caret (the tI" If) can be verJ he.lpf'ul, in determining 
what is wrong. 

7. Examine the Line of Code at \Vhich Execution Stopped. 

It is possible that the problem was caused by a rnistake in a preceding 
line of code (but not of the sort Jchat would produce an error message), 
but you should first check cut the line ~here execution stopped. 
In analyzing a line, the following procedure is a h~lpful guide: 
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Sl'A.RT AT THE RlnHT J\ND WORK TO TIlE LEFT (the same \/ay APIJ executes I ) 

Ask the following questions to yourself of each term encountered: 

1)	 Is it an argument or an operator1 

2)	 If an argument, is it a matrix, vector, or scalar? 

3)	 If an operator, is it monadic or dyadic? (To tell, look to see 
if there is a left ar-gumerrt . ) 

4.	 If it is dyadic, is the left argument a matrix, vector, or 
sca.lar and is it compatible with the right argument? 

Once the above have been determined, execute (in desk calculator 
mode) the portion of the line of code just analyzed. 

Using the result of the preceding execution, proceed agc.in to the 
1 1e f t until the entire line of code has been checked out and 
produces the desired. result. (N.B., the first error you find and 
correct may not be the only error in the lin~) 

TvTO of the most common errors are to· overlook the strict right to 
left execution (Which can frequently be corrected by the use of 
parentheses) and the failure to recognize that vector ope~ations 

are involved (e.g.) thus creating LENGTH, RANK~ or INDEX errors). 
This latter problem may require a variety of solutions (e.g., 
reduction, ravelling, etc.) as determined by each situation. 

8.	 Clear the Suspend Execution. 

Although it is possi-ble to continue the execrrtLon of the suspended program 
(by branching to t.he point in the program where the execution was 
it is probably easier to terminate executio~ and start again. You can 
clear out the suspended execution simply by typing a right arrow ("_>tt). 
(To check to see if all suspensions have been clea~ed, type tt)SI". 
If there are none, nothing "rill print; if some still exist ~ one line 
will print for each suspension stored. As above, one right arrow is 
needed to clear each suspension.) 

9.	 Correct the Error. 

By use of function editing t go into function definition mode and change 
the incorrect line of code into its corrected version. 

Retest the Function. 

Quite frequently, another error will be detected, so Steps No.6) 7) and 8 
should be repeated. 

When No Errors are Detecterl, "Desk Check" Your Results. 

Even though no errors have been detected by the system, it does not 
necessarily mean that the results are what are desired. Therefore, 
manually calculate the answer for a few test data conditions to insure 
that the function is working as pl~nned, 
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12. (Optional) 'fuen Correct) See If the Function Can Be Sllortened. 

Because APL executes in an interpretive mode, the more lines of code 
there	 are, the longer execution will take. Therefore--if you have 
time and/or the function is likely to be used frequently--investigate 
ways "Whereby one or more lines of code can be combined into a single 
.Lf.ne , 

P.s.	 Don't forget to save a copy of your now-correct function in your
 
stored workspace.
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5.2.2
 

Signing-On to the UCLA APL System
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NAt·!E 

APL NU!·'!BER 

PA~c;t)rJORD 

II E !v PASSW() .T? D 
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GTE TEp,\1TNALr: 

~l.GJ.1It!.G.- Q!1 

1. TURfV TIlE TERlvJINAL Q~ BY,T:'JJ.rpPINr; TIlE ()/v-OPF' svrrcn nN TIIF: 
LEFT OF THE KEYBOARD. 

2. PICK UP THE PlrnJ1E /t!vD TJTAL ONE OF' TIIP,c;E NU:AlnF:R,~: 50911, 50921, 
50931, 50g41 ()R 50721. ~!!!F:N YOU il~"'AR A llIG!1 PITCI1RD ronn , PLACE 
THE HEADSET ON THE TARLE ~ND PRFSS Dn~N TilE ~I~v~R BUTTON TN TUg 
CRADLE OF THE PHnNE. THE ON-LINE LIGHT ON TH~ LEFT ~JDE OF THE 
KEYBOARn ~HnnLD cnMR ON. 

3. T YP E '* t cuPP F: RCA t')E P) FoDL 0 il ED R Y ,('(, ((! PPER CAsE A) r;t n L Lo :./ ED 
BY' )' AlvD PRE Ie; s 'F?F; T URIJ '; E X.4 ,-f T'L l~ * a ) ( CAR T? I A r: t:~' J? E r U P N ) • 
TIlE C()MPUTER ~.'ILL RE,SPfJl-lD utrn T!!F: ,~.fEr:JC;Ilr;E 'J~VCOR~EC'!' ,C;IriV-I"JN' 
A JtJ D PRI iVTAt;HOT? T L T IIE oF (J T/F: Rl':)T .r.> UeKeHA .RACTZ ? ,r; TOO RS Ul?E 
THE nEXT TYPED ENTRY. 

4. TYPE YOUR APL NU,~!.T?E,'? «un YOU.'? PA~).c;r';O.T?D; EXA~\rPLF: )1234:!1CLFA~l
 

(DO ,VOT F'~ORr;ET T1TF: ~Ir;!!T PAPF:llTrrESI,c BEF"()I?E'{QUH APL IvU;I.f.8£~l?
 

A~JD THE COLfJlJ REr:'ORF: your? .PA,.~.c;r';OT?I)).
 

Elfnou coir RReTton 
-..-, .......... .- ... ~~_ .......... ---.--.....
 

1. jC;TRIKF: T!IE BACK.C;P-,lCE KF:Y TO ~~IJVE TT!E C"'I?QI4r:F: aVER 7'0 
WHERE THE RRROR BEGINS. 

2. nIT T i1 F: I1J DF: X }~ E Y on T!1 F: [I!, p~ 1") .T7 T Dr;: stDE 0 F' T u» }~ r YB(1.4 RD. 
Al" .TlvVERTED CARET (v) ~JITJIJ .4PP}J'~R VIJDrR THE CIIAT?IjCTET? L1T Ti!A'!' 
POI1JT. rvenrn t uc ARnrll? AND 21 n Tr{E r?IG[IT OF ru: CAI<j.r.:T t r r,'IPEn our 
rno» THE l-1F:lvIORY OF tnt: SY.~TF:J.f. 

3. TYPF: rut: COR.RECTTnn.r snt: THF: RF/YJA.T1JfJEP ()P TIlE LItJS. 

1. TYPE )OFF OR )CONTINU~ AND PRRSS tRETURNt. 

2. TURR OFF THE TERMINAL. 

3. PLACE TIlE PHO/JE llEt1Dt;ET T3.J1CK .TN T.'IE CR4DLE. 
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ANDF:·,?,r;()N ,T11 COBsnlJ T~'I?,f/TlvAL 841 

1. TURN rnt: rem.rn «: ntl R.Y F'L_TPPJlvr; TTIF: ON-OFF' evi rcn ON TIlE 
RIGlrT OF rus KEYROI1.f<D. 

2. CHf:CJ( Till'; .('t~f/JLL nv r r: L()C·1T~"n TN TIIF: FROlJT LEFT CORlIET? UlvIJF:R 
~TIIE KEYROA RD t I1/1,TD .~r·'I1'C/1 _TT TO THF: !J.lGJ1T.. 

3. PIC K UP T!IR P'f{ f1lv E /1 [~[J TJ T t1 LONE eFTII £1 ~ E lv', fl.! n ERIe; I 5 0 9 11. 5 0 9 2 1 • 
5 0 9 3 1, 5 0 9 I ~ 1 5 0 7 2 1 • r~! nF: II YO[I !! F:A F? A rr I r;n p.T T C }I E7 n TO iV E, INS F: RT t 

T HE7 P!!(J " F: !I ..':.1t J) /~ R 'p r lvT o THE CO[I PL E.R .'~~A K I lvc ;c; U'P F: T II E1 CORD END Ij.C) 
() l'J '.1.-ry j / E C09REcT if) J 11 E • t 1/E L .T r; HT t; • C' AII D t /l)' i~1 U..C; T RE ()N I F' THE 
C()!I flG'C'Frou .T,~ ~,f!t DR. 

4. T YP F: I A' .To' 0 L t, n T·" E D BY I 9 tT:'oL La t.t ED B v ') tAN D PRESS 'R E T UR1/' ; 
EXAl·1PLE: 119) (C1..R9I,4r:,r;: T?PTUl?IJ). TT-IE' CO~tfPUTF:R RE,c;TJOND/; f.'ITII 
T }f F: l1F:s.r')/! GF:. '_TuC(J PRECT ,~_T :; II - 0 PJ' AII /1 P R TNT S 11 .r; 110 l?T L i II E 0 Tl 
OT'F:RS1'RUCK en» R.~CTP"T?l7 TO n;riSrJ'RE T'IE flF:XT TYPED ENTRY. 

5. T YPE .Y 0 UPAPL ~l U~ ~ P F; n ~ .~.,T n .v () (I R P ,4 .~ .t:; J:/0 nlJ; EX It ~! n L F: : ) 1 2 3 4 : !,1 C[J F: A N 
(DO :/0'1' FO.Rr;E:T r ut: «r cnr PI1RE'llT17ESIS BEFORT? YOlJR APL nuntn:» lIND 
r !I £ COL ()l\1 B P7 F (J RR YOU R PII ,r;,~ r·!(J P D ) • 

1. S'1."'RIKE Tt!E tT1 ACK,'; P/l CE' KE1J TO ,·.-fOVE (JTlFP ro ~ll{ERF: THE ERROR 
BEGliJS. 

2. 1/rr T II F~ It T T E!v T I o!! KEY (A T T II) J N T 1/E UP PER R TcIf T HA II D CoT? nE l? • 
An INVFRTED CARRT (v) WTLL APPRAR nNDPR THE CRAPACTER AT TVAT 
PO.TlvT. zvnrrn t sc I1R0VP AND Tn TUE" R.TCRT OF TIlE CARET If; WIPED 
OUT FROM TilE MEMORY np THE SYSTEM. 

3. TYPR THE Cn~q~CT!ON AND THE RFMAINDER OF TrE LTNE. 

1. TVPR: )OFF nR )cnNTINUR AND PRES~ 'RETURN'. 

2. 1'URIJ OT.'r;' r ur TF:~AtIlvIlL I1ND '['T!E AcnU~T.TC COUPLF:R. 

3. REtfOI'E TIlE rrt.rrtions 11,T;;An,c;F:T F9Q,·f TIlE CnUPLER AND liANG UP. 
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iicnun- QC!. 

1. TUEi!,1 Pi!F: TT:.r?'\1JllATJ (IN BY FL.TPPlflr: TIfF: ON-OFr:' ,c;~'ITCl! ON TIrE 
RI~HT OF THE KEYROARD. 

2. C!lECK rtn: rvrrc» on TIl;'; [JRFT <ro» OF TIlE TERl'·1IfJ/IL. t t /:;i/OULD 
B F: .r:; ~' T Toe (J :~. f tJ()T L Ct, • 

3. PICK UP TIlE ruon» «n» n.TAL ont: OF' T!!E'.j"F: NU~JnF;'p,~, 50911, 50921 t 

50931, 50941, 50721. wnRN you HEAR A HI~H PITCHED TONE, INSERT 
THE pnOVE ilEAnS~T IllTn THE cnUP~EP, MAKIY~ ~Upp THE cnpn END IS 
nu T n6' Cor? R F: CT ,'7IDE • 'f nELIc T! T lc; 'C '4 IJD '1C)' ",1 US T RE (J II I F T II Ii: 
CONVZCTInN IS MADE_ 

4, TYPE 'A' POL~OWFD BY 'J' FOLL0WRD BY ')' Ann PRF~S 'RETURN'; 
lr;;,~/J.f.JI)L£': A]) (CItT?T?TAr:F: T?E'rUPil). T!IE CO.~<'PUTER RP,<::;POIIDS JI.fTII 
rut .',f,r;;.t;t-;.4(;r;, 'IUCr>.pr<,r::CT :-;Ir:17-0[I' ,~.ND PRTNT,r: A ,CJHnRT LII/F: O,Tl 
OVERSTRUCK cnARAc~~n~ TO nB~UPE THE NEXT TYPED ENTRY. 

5. ! v PF: YOUIf Ii rL II TI/.1 RF: P AiV D Y rvn D P 11 ,t7.c; uo RD; E XA!-1PLIt;: ) 1 2 3 4. : 1'4eLF:AN 
(no uor FORGT::T rnr »rr «: PAoF,l/vTlIE,C;IS BEFORE YOUR APL lJ'J~1RER AIID 
rnt COLO!I BE~F(),RP vou» Plt,C;Sf.'ORD). 

1. lCJTRIKE THE 13ACKSPACF: KE? ro !tfOVE OTIER TO [.lIJERE TIIF: ETrROlf 
B PC I II t': • 

2. !l.T'J.' TIIF: ATTF:llTlntl leE}' (ATT,V) ru TTIE ijD?F:RRrr;TlT ns nu COPi'IEI? 
A N I [I VI';RTF:n C.4.r< l~ T (v) r-lr L L It.TJ P E /l. I? [JnDF: R T II E CIIA .RACT ER J1 T T IT A T 
porliT. EVERTnIN~ 4RnV~ ~ND TO THE PT~HT OF THE CARET IS WIPRD 
OU'f reo» i n» !fF:1-~npV nT,J rnt: .qvSTE,~,1. 

1. TYPE: )OPF OR )C~nTINUE AND PRES~ 'RETURN'. 

3. sevov» rne TELEPrIO!vE lfEAn,'7F:T FR01\'1 TEIF: COUPLEn AIJD lIANG UP. 
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5.2.3
 

An APL Bibliography
 

APL: The Language and Its Use
 

R.P. Polivka and S. Pakin 
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Raymond P. P2.1i vka and Sandra Pakin. TIlE LANGUAGE AND 
ITS USAGE, ~ 1975. pp. 545-569. Reproduced by 
permission of Prentice-Hall. Inc., Englewood Cliff•• 
New Jersey. 

BIBLIOGRAPHY 

This APL Bibliography is organized in sections as follows: 

General: Articles that tell about APL or that describe it generally.
 

Texts: •Books for learning APL.
 

Applications: Books and articles discussing uses of APL and applications in 
education, business, engineering and science, computers and computing, mathe­
matics and statistics, and miscellaneous. 

APL developments: Articles discussing extensions to APL and/or the APL 
terminal system. 

Miscellaneous: Articles of interest to the APL programmer. 

Collections: APL journals and conference proceedings. 

The bibliography is rich in source materials with the following exceptions. No 
books or articles written prior to 1968 are included. 1968 was chosen as a cutoff 
date because APL/360 was not made publicly availahle by IBM until then. Earlier 
references tend to use Iverson notation (as formulated in A Programming Language, 
Wiley, New York. 1962) rather than .."-'-PL. Neither articles nor manuals discussing 
specific implementations of APL on various machines or by various companies or 
universities nor how Al'L is used at various installations are included since such 
information tends to he transient. No foreign language articles are included. 
Finally no articles whose distrihution is restricted are included. 
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Tom R yder, a Salt Lake C ity business­
m an , p ick s u p h is we ek ly payroll at 
a co mp u ter service burea u . H e sto ps 
fo r a Co ke . Then it's back to hi s office 
in h is Ci troe n fo r a n ap pointment with 
an IBM sal esm an . H e's considering a 
com pute r of his ow n ; and he 'd like to 

have it by the tim e h is son, just grad u ­
a ting from M.I.T., jo ins th e firm . 

R yder m ight be surprised to learn 
that eve rything he has just done is in ­
vo lved , in some way, with th e co m ­
p uter tim e-sh aring lan gu age , API.. 

by Claire Stegmann	 • T he cus to me r serv ice burea u he 
uses, which offers APl servi ce, is op er ­
a ted by M anagem en t Systems C or po ra ­
tion , a who lly owned sub sidi a ry of the 
C h urc h of Je sus C h rist o f La tte r-da y 
Sa ints. The M orm on Ch urc h , as it is 
m ore commonl y kn own, also uses AP L 

in ma ny of its ow n operations . 
• Both The Coca-Cola Company a nd 
C itroe n a re incr easin g use rs of AP I.. 

• T he lB !v1 sa lesma n, to help Ryder 
ta ilo r a co mpu te r to h is par ticu lar 
needs, will almost ce rtain ly consul t a 
ter min al in his bra nch office fo r desig n 
a na lysis a nd to find ou t what IBM p rod ­
uc ts an d se rv ices ar e ava ilable, and 
where . T hat terminal is tied into the 
Data Processing Div ision's HON E 

( H an ds -o n Ne tw o rk) syste m, which 
makes sign ifica nt use of APL. 

• If Ryder decid es to or der . the Sys­
te m P ro d uct s D ivision's worl dwi de 
commodi ty p la nning system, ba sed on 
AP L. will e nable S PD to p ro vide the 
ea rlies t po ssibl e deli ver y d ate. 

Incidenta lly, Ryder's	 son , back at 
M .I. T ., uses AP I. to do his homework . 
And he and his fat her sha re a no the r 
Apl.-ba,ed ac tivity: the National Foot ­
hall Lea gu e sta tisti cs they foll ow so 
close ly a re co mpi led with th e la nguage . 

Ryder a nd his son a re fictit iou s. But 
the APL app lica tions a re real. T he y 
illust rat e th e ve rsa tility of A Program ­
ming Language , which has co me into 
it, ow n as a n impo rta nt pr od uct fo r th e 
computer user. 

For most of its J3 yea r" AP L 'S pri ­
mar y habitat has been the classroom, 
where, as a n extension o f sim ple math ­
emat ica l not at io n. it has he lped hig h 

school and co llege stude nts learn not 
on ly algeb ra. but also eco no mics a nd 
electrica l engineering. In Atlanta , stu ­
de nt s use it to desi gn and co mpute th e 
co st of m a k ing cabine ts . 

IB M F ellow D r. K enneth Iverson. 
who invented AP L a s a precise way to 
descr ibe d at a processin g, explains : 
"Eve ry field of hu man knowledge that 
de als in q uan tity- m at hem at ics, phys ­
ics, econom ics-has a spec ia l vocabu­
lar y th at must be put in to a ge ne ral­
pur pose la nguage for compute r use . 
APL defines these terms by thei r si mple 
m at hematic al fo rm u las , using a n um ­
be r of symbols, so me o f them ( fo r 
example, -t-, - . X , -;.- ) a lread y famil­
iar to e ver y sch oo l c hil d. T hu s, as a 
stu de nt lea rn s AP L, he o r she is also 
re info rcing k nowled ge of a particu lar 
discipl ine ." 

D r. Iverson bel ieves th at ApL'S ver­
sa tility as a teach ing a id has barely 
be en to uch ed . Much of his work as a 
Fello w is devoted to he lping ed uc ators 
in ma ny fie lds study its a pplica t ion to 
th ei r pa rti c u la r specialti es . 

But. according to Dr. Trum a n Hu n ­
te r, APL ma nage r. beca use API. is re la ­
tively si mple to learn . ve rsa tile. a nd 
in teract ive (the user a nd the computer 
" co n ve rse" dur ing the pr oce ssing o f a 
job ) . it is becom ing mo re and mo re 
att ra ctive to busi ness for man agem ent 
decis io ns that need fre q uent updati ng 
a nd q u ick resp on se , 

"T h is has been esp eci all y true," says 
Adin Falk o ff, Dr. Ive rso n's longtime 
col lab orat o r. " since the int ro d uct ion 
of a n AP I. program product ca lled the 
AP I S hared Varia ble Sys tem. Th is 
mak es it efficient a nd conve n ient to 
wo rk wit h files an d dat a bases.' Bo th 
API.S V a nd AP t.! C ~ I S ( Co nversa tio na l 
Mon ito r System) . recently introduced 
hy 1 1l ~1 . e na ble the API. user to do a 
g rea ter var iet y o f jobs on a much 
la rger sca le than be fore . 

"It is the a na ly tic. power of AP I. th e 
la nguage," sa ys Dr. H unte r. "plus the 
easy access to la rge stor es o f inform a ­
tion , that I thin k is go ing to mak e it 
increasing ly importa nt to the busi ness­
m a n. N ow . more th an eve r. he ca n 
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develop app lica tions and get result s 
while they are still tim ely." 

APL and its co nversa tional cousin 
BASIC are by fa r th e most widel y used 
la nguages specifically designed for ter­
minal use. which allows the user 10 by­
pass such time-con suming steps as go­
ing to. and queuing up in the computer 
room. Of the two. BASIC is olde r and 
more wides pread . But . acco rding to 
C ur t Bur y, DPDseni or prod uct admi nis­
tra tor. APL's inher ent power is ex tend ­
ing its effectiveness to a reas beyond the 
scope of BASIC. An IB Mopera tions plan­
ner agrees : "We planners have to sort 
out a great man y co mplex relat ion ships 
in a ver y sho rt time. APr. is the only 
game in town for th is kind of thing: ' 

IBM'S accelerated usc of API. since 
it was first introduced in the mid­
Sixt ies, on the IH M I 130 a nd Sys­
tem /3 60 Model 40 and above. re flects 
the recognition of the language by 
dat a pro cessing people as an effect ive 
wa y of gettin g a pplications wri tte n 
faster. " In the past several yea rs:' 
Data Processing Divisio n President 
Joh n F. Akers told a GU IDE user-group 
last yea r. "we ha ve gone fro m 4.000 
to 16.00 0 ApL users within 18M . And 
the bala nce has sh ifted fro m scientific 
10 commerc ial users: ' 

Every 1B .\1 d ivision relics on the 
language in so me way. IlI'D's 11 0 :"1 1'. sys­
tem . wh ich connec ts U.S. br anch 01'­
ficcs to a centr al da ta base a nd makes 
hea vy use of AI'L programs. ma de a 
tr em end ou s co nt ributio n to field pro­
ductiv ity, In what is possibly the lar gest 
single use of API.. 5 1'D\ co mmodi ty 
plann ing system integr ates product ion 
sched ules so efficien tly that de cision s 
that used to take two mont hs can now 
be made with in a matt er o f minut es. 
The Ge ne ra l Products Division de­
pend s on API. to write test cases for its 
new 31\50 mass sto rage system. Man y 
aspec ts of the bus iness of III M in Eu­
rope , acco rding to Yves Lc Borgnc, 
adv isor y ArL suppor t represen tat ive in 
Eu rope. a re ma naged from API. ter­
minals.I BMWorld T rade Americas/ Far 
East Corpo rat ion has used APL to de ­
velop applica tions for bot h its oper-
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ating plans and its strategic planning. 
Office Products Division engineers 

use API. in the development of Copiers 
and magnetic keyhoard typewriters. 
OPD, incidentally. has another interest 
in the language. It makes the APL Selec­
tric typing element. 

In a move that brought APL into 
the mainstream of IBM software pro­
duction, the APL group was transferred 
last year from DPD'S Philadelphia Sci­
entific Center into SDD. A design group, 
consisting of Iverson. Falkoff, Richard 
Lathwell, and a small staff, remain in 
Philadelphia. The implementation 

group, under L. A. Morrow, joined the 
son programming center at San Jose. 
"We consider APi. one of the primary 
interactive environments for current 
and future systems," says R. E. Ruth­
rauff, SDD manager of language and 
data facilities advanced system design. 

One strong advocate of interactive 
computing, and of APL in particular, 
is Professor Ephraim McLean of 
U.C.L.A.'s Graduate School of Man­

agcrnent. He introduced APL to the 
business school four years ago. Today, 
it is a requirement for all entering 
M.B.A. students. 

This summer, with an IBM grant, 
Professor McLean will offer a course 
on interactive computing to a limited 
number of faculty members from other 
business schools. "I have been sur­
prised at both the number and the va­
riety of requests for applications," he 
comments. "They come from all over 
-a Jesuit priest, a woman marketing 
professor, a faculty member from 
Howard University, several individuals 
from both French and Mexican uni­
versities, and a surprisingly large num­
ber of business school deans and de­
partment chairmen." 

Next. McLean hopes to do a study 
on the increased effectiveness of APL 

users. "I think a study win find that 
API. is much more productive," he says. 
"For instance, I am convinced that with 
APL a programmer can accomplish in 
10 instructions and a few hours what 

Here's how it works 
One of the vi rtues of APL is that it is interactive. that is. a person can "con­
verse" with the computer during the. processing of a job. Here is a simple 
example of how such a conversation might go: 

Let's say a businessman wants to examine the feasibility of taking out an 
$8.000 loan at 9 1,/ 2 percent interest. He wants to see what his monthly pay­
ment would be each month if he repaid the loan over an eight-year period. 
Also, for income tax purposes. he'd li ke to know what his annual interest 
would amount to each year. 

Now, let's assume that the APL program to perform this function is identi­
fied in the computer as ME. The businessman begins by typing: 

The computer responds: 

ENTER PRINCfPAL, ANNUAL INTEREST (AS A D£Cli\~AL),
 

AND NO. OF YEARS
 

The businessman types:

The computer comes back: 

ENTER MONTH AND YEAH THAT FIRST FA Y/"1ENT IS J)[jE 

(E.G. 8 73 FOR AUG, 1973) 

The businessman types:

The computer prints out: 

PAYMENT AMOUNT IS 119.29 

END OF ANNUAL PRINCIPAL END OF ANNUAL PRINCIPAL 
YEAR INT. REMAINING YEAR INT. REMAINING 

1975 494.05 7539.73 1980 340.52 2984.95 
1976 684.30 6792.55 1981 232.24 1785.71 
1977 610.15 5971.22 1982 113.23 467.46 
1978 528.63 5068.37 1983 9.28 .00 
1979 439.02 4075.91 
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might take 200 instructions and several 
days in COBOL or FORTRAN." 

One of the beauties of APL, says 
Dr. Iverson. "is that you have to learn 
so little to get started, like a child, or 
a grownup for that matter, learning a 
language. You tell a child two or three 
things and he builds his vocabulary 
gradually. With ArL. you gradually 
accumulate a knowledge of the sym­
bols as you do more and more work." 

Several clerks and secretaries in 

town halls ncar Paris would probably 
agree. They have never seen a com­
puter hut are using terminals, and APL. 

to do payrolls they formerly did by 
hand. "Here in Europe," says Yves 
Le Borgnc, "we arc confident that API. 

has a great deal to offer our customers 
-especially now, with the economic cri­
sis, when there is a need for better man­
agcmcnt to grasp a situation and react 
to a changing environment quickly." 

In May, Iverson receives the annual 
Harry H. Goode Memorial Award 
from the American Federation of In­
formation Processing Societies, for the 
impact APL is expected to have on pro­
gramming language theory and practice 
in the future. The setting would be the 
envy of many youngsters: Disneyland, 
in California. But it probably wouldn't 
impress the son and daughter. both un­
der nine, of IS M senior programmer 
Corey Fair in East Fishkill. Since the 
Outstanding Contribution Award win­
ner (for his part in development of the 
SPD commodity planning system) 
brought a terminal home, his kids don't 
watch Watt Disney on TV much any­
ITIOrc. Instead, they compete for time 
on the terminal, when allowed, to prac­
tice API.. • 
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Gradu a t e School of Mana gome n t 
Unive r s of Cal a, AugeLe si ty i forni Los 

APL pnOGRA~!~1I~rG ASS IGN~,tEWr 

In applying to this program, each of you described, in varying degrees 
of detail, the problem or appLt c a t t o n that you wished to p r o g r am in APL 
during the second week of t he course. TIle r e s u I ting programs are to be 
published as a UCLA monograph. 

In order for this aspect of the course to be successful, it is vitally 
important that you p r ep a r e for this exercise prior to arrival. A'l t hou g h 
you of course k now not hi ng about P...PL, i tis reason-a01--e to c}~pect t hat 
you sholl Ld have a good understanding' of t he application wh i c h you intend 
to program. Toward this end, the f o Ll ow Lng is a list of items that, to 
the maximum extent possible, should be prepared prior to arrival and 
brought with you. 

1. A concise statement of the problem, application, game, student 
s xe r c i s e , or other u s e you w t s h to mak e of t h e compu t cr- in an inter­
active mode. This s hou Ld include how you expect the pr-o gr am to be u s od 
(as drill-and-practice, gaming or simulation, problem-solving, etc.), 
by whom (e.g. r . beginning u nd e r g r a du a t e s , ma n ape r e , ad v an c e d r~1.B.A. 's, 
e t c i and to wh at e nd (i.e., what is t he o b j e c t of the program; e.g.,) , 

to attack p r ob l ems too comp Le x for h a nd ao Lu t t on , to reinforce materials 
a I read y present en by tr ad i t i o n a I means, et c. ) . Af.s o t ncl uded in t hi s 
should the formula, algorithm, or other logic required to arrive at the 
solution, result, etc. T'h i s is similar to wh a t you put in yOUI· app l L« 
cat ion quest Lo nna i r-e , but u nfo rt u n a't e Ly most of them we r e rather sketchy. 

2. A general description of how the program wo r k s and wh a t the user 
can expect from it. This statement, which will naturally be refined 
after you arrive, will be t.he kind of do cume n t at Lo n you would Li ke to 
see accompany your pr-o gr am in publ is hed form _ It S}lOU Id i ncl ude a sP(~C-

ification of the :inputs, parameters, and other variables that arc nee-· 
essary on the part of the user in order to make the program uork. For 
example, in a s Lmp I.e p r ogr am to c a Lcu l a t e 't he terminal value of $1.00 
invested at compound interest, i, for N periods, the user must be told 
that he needs to supply both i and N. 

3. Data wh i c h can be used to test the program. 'I'hes e data should 
be of two types: one Sllould be ss amp Le or typical d a t a such as wou l d 
be used to illustrate the use of your program; the o t her S110uld be a 
wide range of data designed to test all possible co nd i t i ons (e.g., wha t 
if a user tries Lo run tIle program w i.t h zero - or an unr-e a s on abLy 
large number? what happens if some input is missing? etc.) In other 
words, try to think of all the ways the p r o g r arn mi gh t be u s e d - cor­
rectly or incorrectly - and then devise data to test tllese pos s i b t Li t I c s . 

263
 



FOI~ some of YO\l wi t h little or no o xp c r i e n co in compu t Ln g , you may 
feel t h a t i t is e x t r em e Ly difficult f o r you to c omp i Le SUC}l infoT'ma­
't t o n p r i o r to the b e gi n n i n g of tI1G course; bu t it i.s Lmpo r t an t that 
you tr-y, for without h av i.n g cnre f u Ll y t hou g lrt tl11'OUr;11 the p r ob Lem 
t h a t you wi s h to u n d ert ake , you may find t hat t he two weeks ar-e over 
beiore you have half begun. 
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THE PROGRAM
 

An intensive two-week program, supported by a grant 
from the IBM Corporation, will be conducted by the 
Graduate School of Management at UCLA from June 
29 to July 11, 1975. Its purpose is to introduce facu Ity 
members from business schools and colleges 
throughout the country to the use of interactive com­
puting in management education. 

Unlike other programs which have been offered else­
where and which have dealt with the use of FOR­
TRAN and computer batch processing, this new pro­
gram will focus upon the advantages offered by time­
sharing languages for the teaching as well as for the 
practice of management. Specifically, it wilt cover the 
following four areas: 

1.	 The use of conversational, interactive com­
puting in business. 

2.	 The APL programming language as a new 
and powerful means for providing this inter­
active capability. 

3.	 The methods for teaching APL to business 
students. 

4.	 The ways in which APL can be used for 
teaching accounting, finance, operations re­
search, and other management subjects. 

For many faculty members who have made little or no 
use of computing in their teaching, the mastery of a 
computer language represents a substantial hurdle. 
They feel that in order to use com puters they must 
first learn a batch processing language, with all the 
accompanying intricacies of the job control language, 
before they can move on to a time-sharing language 
like APL. 

Such views are unfortunate, for they preclude many 
teachers from taking advantage of the assistance of 
the -computer because of this perceived high start-up 
cost. Therefore, it is the intention of this program to 
help overcome this barrier and to make the transition 
from non-use to informed use as easy and painless as 
possible. 

Toward this end, the use of APL is particularly appro­
priate, for it is both simple to learn and yet powerful 
to use. Rapidly growing in popularity, this conver­
sational, interactive computer language is being used 
in such dissimilar industries as manufacturing, insur­
ance, and transportation. It is also widely avai lable 
through commercial time-sharing services. 

As a prerequisite to attendance, each participant will 
be expected to define a potential application in his or 
her own area of specialization prior to arrival. (This in­
volves specifying a learning objective, structuring the 
problem or exercise, and gathering the data necessary 
to test and illustrate the use of the resultant program.) 
After arrival, this application will be coded into APL. 
In this way, not only will the participants be able to 
acquire a deeper understanding of APL relevant to 
their own discipline, but they will also have produced 
working programs (or series of programs) which can 
be put into use immediately upon return. 

These programs, identified with the author's name 
and accompanied by a description of their use, will be 
published as a monograph after the completion of the 
program. Copies will be furnished to all participants, 
to the IBM Corporation, to member schools of the 
American Assembly of Collegiate Schools of Business 
(AACSB), and to other interested parties. 

Participation is limited to 24 faculty members. The 
cost of the program, as well as all of the Iivi ng ex­
penses of the participants while they are at UCLA, will 
be borne by the sponsoring grant from IBM. Travel 
costs to and from Los Angeles are not included. 

TOPICS TO BE COVERED 

1 .	 Introduction to Computing Concepts 
A brief overview of computer terminology and 
technology, covering the general functioning of 
computer systems, especially those supporting 
time-sharing services. 

2.	 Introdu·ction to APL 
A description of the concept and background of 
APL, including a demonstration of its various fea­
tures. 

3.	 The APL Functions 
The complete set of APL primitive functions, 
showing their use in conjunction with scalars, 
vectors, and matrices. 

4.	 User-Defined APL Functions 
The writing of programs, or, in APL terminology, 
the defining of one's own functions. 
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5.	 Systems Commands .and Workspace Manage­
ment 
The concepts of public and private libraries, the 
manipulation of workspaces and their contents, 
and the functioning of the various systems com­
mands. 

6.	 Report Generation 
The preparation of reports, both in a tabular and a 
graphical mode. 

7.	 File Systems 
The concepts of shared variables (SV) and file 
systems (such as STSC's APL Plus File System). 

8.	 Programming Techniques 
A number of APL programming procedures and 
techniques, exploring the best of current practice. 

9.	 Application of APL to Business 
The applications of interactive computing to 
diverse business problems, drawing upon the ex­
perience of the instructional staff, outside speak­
ers, and the program participants. 

10.	 APL as an Aid in Management Education 
The use of APL to help teach accounting, finance, 
operations research, and other disciplines; also, 
the participants' development of their own ap­
plications. 

11.	 Methods for Teaching APL 
The teaching strategies used at UCLA over the 
last four years in introducing APL to well over a 
thousand M.B.A. students. 

THE FORMAT 

The program will begin on Sunday, June 29th, and end 
on Friday, July 11tho A reception and welcoming din­
ner will be held on Sunday evening, with classes 
beginning the following morning. 

All classes will be held at the Graduate School of 
Management (GSM) from 8:30 A.M. to 5:30 P.M. each 
day, with the evenings and middle weekend free for 
studyi ng or recreation. 

The participants will be split into two groups of twelve 
each. One group will attend a lecture while the other 
works in the computer laboratory. Every two hours the 
two groups will switch. This allows for small class 
sizes and maximum individual attention. 

Of the three instructors associated with the program, 
at least two will be lecturing or assisting in the lab at 
all times. Over the two-week period, each attendee 
will have 34 hours of lecture and 44 hours of labora­
tory time, including the programming of his or her own 
application program. 

WHO SHOULD ATTEND 

The program is designed for those business school 
faculty members who wish to enhance their teaching 
skills by applying the power of interactive computing 
to their area of specialization. There is no need to 
have had any previous experience in computing. 
Therefore, those who have jiever used computers, as 
well as those who had had some programming experi ­
ence, are invited to apply. 

The selection of the 24 participants will be governed, 
at least in part, by the desire to obtain a broad cross 
section of disciplines, functional areas, and repre­
sentation from among AACSB member schools. In the 
event the program is oversubscribed, all applications 
for attendance wilt be retained in case a subsequent 
offering is possible. 

Requests for applications should be sent by March 
15th to: 

Dr. Ephraim R. McLean
 
Graduate School of Management
 

University of California
 
Los Angeles, California 90024
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THE FACULTY ACCOMMODATIONS AND FACILITIES
 

EPHRAIM R. McLEAN, Program Coordinator 
Professor McLean is presently the Director of the 
Center for Information Studies, and was formerly 
the Chairman of the Computers and Information 
Systems Curriculum Committee, both at GSM. In­
strumental in bringing APL onto the UCLA campus, 
he taught the first regularly-scheduled course in 
APL at UCLA and has taught it every year since. In 
conjunction with Professor Siler, he has taught APL 
to over a thousand graduate students. When the 
widely-used book APL: An Interactive Approach 
(which is to be the primary text for the program) 
was "recently revised in preparation for the second 
edition, Professor McLean was retained by John 
Wiley & Sons as a consultant on the revision. 

KENNETH F. SILER 
Professor Siler, the other faculty member asso­
ciated with the program, is the current Chairman of 
the Computers and Information Systems Curriculum 
Committee and has worked closely with APL for the 
last two years. 

JAMES W. SCHENCK 
Mr. Schenck, the third member of the instructional 
staff, was formerly the Coordinator of Computer 
Services for GSM and is currently a doctoral stu­
dent in the School. He is one of the co-authors (with 
J. W. Buckley, M. R. Nagaraj, and D. L. Sharp) of 
Management Problem-Solving with APL, (Los 
Angeles: Melville Publishing Co., 1974), another text 
in the program. 

All of the participants will be housed at the Holiday 
Inn in Westwood, immediately adjacent to the UCLA 
campus. A special bus will furnish transportation be­
tween the motel and GSM. Meals will be provided at 
the Holiday Inn and at the UCLA Faculty Center, or 
participants may choose to dine at one -of the many 
restaurants in Westwood. 

The lecture and laboratory sessions at GSM will be 
conducted "on-line." For lectures, the air-cond itioned 
classroom will be equipped with a computer terminal 
and with closed circuit television 50 that everyone in 
the room can follow the output directly. 

The computer laboratory, a carpeted, sound­
deadened room equipped with 12 computer term inals, 
will be reserved for the exclusive use of the parti­
cipants during the program. In addition, a number of 
other terminals located within GSM will be avaitable 
on a first-come, first-served basis. A portable term inal 
will be placed in the Holiday Inn so that participants 
may work in the evening without having to return to 
GSM. 

With regards to the term inals themselves, GSM has a 
wide assortment, including A.J. 841 's, IBM 2741 's, 
G.T.&E. 5741 '5, and Tektronix 4013 graphic term inals. 
The main support computer is the UCLA Campus 
Computer Network's IBM 360/91 with four million 
bytes of main storage. Two commercial companies, 
Proprietary Computer Systems and Scientific Time 
Sharing Corporation, are available as back-up, if 
necessary, to insure uninterrupted service. 
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DEHKELEY • DAVIS • IHVI:'IiE • LOS ANGEr..ES • nIVEHSIDE • SAN DIEGO • SAN FHANCISCO SANT..... DAIUlAfiA • SANTA cnuz 

OFFICE OF TIlE DEAN 

GHADUATE SCHOOL OF MANACE~l.ENT 

LOS ANGELES, CALIFOHNIA 90024 

15 January 1975 

Dear Dean 

It is my pleasu
I know will be 

re to invite your 
of interest to you. 

participatio in an program that 

With the use of computers expanding on every front, it is difficult 
for those of us in the academic world to keep up with these develop­
ments, let alone employ them in our own educational programs. Sig­
nificant among these developments is the URe of conversational, 
interactive c ompu t Lng . \Vit11 this capability being increasingly 
empLoy e d in g over n-non t and t ndus t r y , it is u n f o r t unat e when the 
students we are graduating are not familiar with this powerful aid 
to ma na.z erne n t , Bu t before ou r students can use this technology, 
our faculty must first become comfortable with it. This brings me 
to the purpose of this letter. 

Next summer, a pro~ram is being offered at the Graduate School of 
Mana~ement here at UCLA on the subiect of Interactive Computing for 
Management Education. The enclosed brochure explains this program 
in detail. 

Made pass i b Le by a g e n e r ous gran t by t he IB~;1 Corpora t ion, th is two­
week pro~ram provides an opportunity for 24 faculty members to attend 
an intensive workshop in the use of APL for management education. All 
of the expenses connected with attending will be borne by the IBM 
~rant, with the exception of the travel expenses to and from Los 
Angeles. In this way one or more of your faculty members can sub­
stantially upgrade his or her skills by participating in a program 
which, if taken commercially, would cost the individual several 
hundred dollars. 

In offerinR this program, we believe that we bring to it a perspective 
and a mea s u r e of experience that is unique in the country. The pro­
gram will be directed by Dr. Ephraim R. McLean who was instrumental 
in bringing the interactive computer language APL to the UCLA campus 
several years ago and is widely regarded as one of the leaders in 
the country in its application to management education. 
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Page 2 

As is described in the brochure, there are only 24 openin~s in the 
program, so it is possible that there may not be room for everyone 
who wishes to attend. May I ur~e you therefore to bring the en­
closed material to the attention of those of y our f acu Lt y whom you 
feel would most benefit by attendin~ and have them forward their 
application to Dr. McLean. It is not necessary that they have any 
pr ev Lous experience with computing or that APL is currently being 
used on your campus. 

I am excited by the promise of this pro~ram and hope that you share 
my enthusiasm. May we hear from you, or from your designated fac~ 

ulty member, in the near future? 

Sincerely, 

Harold M. Williams 
Dean 

Enclosure 
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FOR SCHOOLS OF BUSINESS 
.r. DANIEL CDUGER, EDITOR 

PU 8LISHE0 BY THE COLLEGE OF BUSINESS A0 ~11 N1ST RAT ION • UNf VERSIT y OF COLORADO • COLORADO SPRINGS 

Vol. VIII, No. 7	 March, 1975 

ADVl\NCES IN INTERACTIVE CO~IPUTING 

"Today the computer is as natural an educational tool as paper and pencil for the Tuck students, and 
their ability to solve operational problems with quantitative computer techniques is highly attractive to pro­
spcctive employers." Tuck Today 

Seventy-five percent of AACSB schools responding to our 1974 
survey have time zshar ing capability. T hat compares to 43 per­
cent in the 1970 survey. What are the advantaccs of T /S over 
batch processing? Ea~h year our 1\-1 arch issue'-- is dedicated to 
that question. 

We he-gin our comparison with an update of Dartmouth's T /S 
approach. During our 1966 survey, 11 schools were visited. Of 
tho-e 11. Dartmouth's Amos Tuck School of Business proved to 
be a barometer of TIS potentialities. We've revisited that campus 
dur ing each of our triennial surveys. As in previous visits. Tuck 
revealed some characteristics which can be emulated bv other 
schools-even schools with very modest computing budgets. 
Objective in Computer Education 

When ask ed the principal objective in educating Tuck vtuderu s 
about the computer, Dean John Hennessey revponded. "to acquaint 
students with the power of the computer as an aid to decision 
making analysis-s-an aid to thought-for the practicing manager. ,. 
Dean Hennessey then expanded this concept: "We want to make 
sure our students are not in any way frightened hy the computer. 
... We hope that at least students will become familiar with the 
idea of computers as a natural part of the managerial environment. 
Abo. we want students to know how computers will be directly 
and indirectly useful to them in their work here at Tuck." 
'foth:atinJ! the Faculty to Computer Use 

Fur a decade. Tuck's faculty has been highly computer-oriented. 
In the early I YoO's Dean Karl Hill acqui red an I H~f 1620 and in­
stalled it in the Tuck School basement. His approach was to make 
computing resources available - hath equipment and advisors. 
Gradually the faculty began to utilize those resources. J asked 
Dean Hill's successor the approach to motivat ing new faculty to 
acquire a computer capability. Dean Hennessey replied. "When 
a new faculty member arrives on our campus he recognizes that 
everybody else is using the computer as a natural part of their 

environment ... almost as easily as telephones are used. I use 
it m yself-c-it's required of me in order to access the management 
information system which President Kemeny has installed 35 a 
part of Dartmouth's administration, ... Its a rare faculty member 
who wouldn't want to be a part of our computer activities." 

Asked if a requirement for faculty proficiency was then irn­
plicit. rather than explicit. Dean Hennessey agreed. "There are far 
more persuasive and lasting ways to influence people than telling 
them what to do.... The mandate from their colleagues and 
their students to lise the computer is much more powerful. for 
example. a new faculty member in finance is quickly going to 
find that other facuIty ask the students to use the computer in 
several ways. So. Faculty in any kind of quantitative area would 
take it up imrncdiate ly. A new faculty member in a non-quantita­
tive area finds fairly quickly that he would 
enough with computers to understand what 
they come to him and say 'I want to do 
project and I'm going to use a computer 
your field'." 

'''hat's New at Dartmouth? 
All three A:\CSB surveys indicated the 

want to he acquainted 
students mean when 

an independent study 
the following way in 

importance of faculty 
participation for achieving ~a viable computer curriculum. Even 
an extremely capable instructor in the core computer course wil1 
not he able to convince students of the value of the computer-s­
that value must he demonstrated throuch assignments in subse­
quent courses. Dartmouth ha~ shown the way ~to create such an 
environment. Computer proficient faculty in the functional area 
courses encourage students to lise the computer to acquire greater 
depth of k nowledge in each subject area. 

Such an environment is not tit-pendent upon, hut is facilitated 
by time / sharing. Ease of access is 3. principal motivator-e-tc both 
faculty and students. Page 2 will describe some T /S innovations 
at Tuck School. 

SU~lMER F ACULTV EDUCATION PROGR/\MS 
UCLA 

A two-week faculty education 
from the ] B~l Corporation. will 
School of Management at UCLA 
Its pu rposc is to introduce faculty 

program, supported by a grant 
he conducted by the Graduate 
from June 29 to July II. 1975. 
members from business schools 

and colleges throughout the country to the use of interactive com­
puting in manaucrncnt education, 

Specifically, it will cover the following four areas: 
J.	 The lise of conversational. interactive computing in business. 
2.	 The APL programming language as a new and powerful 

'Deans for providing this interactive capahility. 
3.	 The methods for teaching APL to business students. 
4.	 The ways in which APL can he used for teaching account­

ing. finance. operations research. and other management 
subjects, 

No Cost To Partlclpants 
Participation is limited to 24 faculty members. The cost of 

the program. as well as all of the living expenses of the participants 
while they are at UCLA, will be horne by the sponsoring grant 
[rom 113 ~1. Travel costs to and f rorn Los Angeles arc not included. 

''''ho Should Apply
The program is designed for those business school faculty memo. 
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hers who wish to enhance their teaching skills by applying the 
power of interactive computing to (heir area of specialization. 
There is no need to have had any previous experience in computing. 

Selection of the ~4 participants will be governed. at least in 
part. by the goa] to obtain a broad cross sect ion of disciplines, 
functional areas. and representation from among AACSB mern­
bel' schools. 

Although the cutoff date is M arch 15. if you immediately 
telephone Dr. Ephraim Mc l.can. it is possible to have your appli ­
cation considered. (213) 825 7982.w 

SUNY-UINC;lIAJ\tITON 
Although not formulated at this time. another 3·wcck Summer 

Institute in APL will be offered at SUNY-Binghanlton in 1975. 
The institute is largely motivated by numerous requests from 

APL lI~crs and potcnt.ial APL lise rs f.ron~ academia and industry I 
for various A PL techniques, A PL appl ic.u Ions. and APL curricular 
development topics. The th roc-week svllabus involves: Elementary I 

APL, APL packages. and Advanced ApI.. I 

Sessions arc suitable for anyone from academia or industry; 
For complete details. session outlines, fcc sheets. and rcgistratlon 
forms contact Geraldine ~fcDonald, Computer Center. SUNY-/
l-i"nR,hamton, Binehamntor.. New York l1Q01. I 
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USE OF APL IN MANAGEMENT EDUCATION 

Prof, Ephraim l\lcLean (UCLA) presented a paper or this title at the 
Sixth International APL Users Conference in May 1974. His school now 
teaches APL in the introductory data procc.ssing course in the School of 
~lanagement. The following excerpts from his paper support the school's 
decision. 

During the school .)'car 1971-72, UCLA. in collaboration with Scientific 
Time Sharing Corporation, installed the Iatter''s APL Plus system. This 

In reviewing. lise of APl with other business educators across 
the country. the question which most commonly arises is: "But 
whv don't YOU use BASIC?" UCLA first hoped that both would 
be . available. The campus computer center agreed to support 
only one. The school selected APl. for the following reasons: 
I. APL is easy to learn. Although the special symbols and 
character set are a little strange at first. they are quickly mastered 
and their power and conciseness are soon appreciated. 

:=!. APL is unique. ,APL's powerful operations and matrix-handling 
ability set it apart from other languages. But this supposed "dis­
advantage" arises only if students do, in fact. go on to some other 
language. However. 010st students find little reason to move on 
to some other language. And again. UCLA's emphasis is on 
developing problem-solvers and' decision-makers-not journeymen 
programmers. 

3. APL is widely available. APL has been implemented, in one 
way or another. by almost all computer manufacturers. It is 
true that the number of different machines for which BASIC 
interpretive compilers presently exist is greater than for APL. 
Also. because of APL\ greater power and correspondingly preatcr 
memory requirements, it is unlikely that it will ever be imple­
mented on any of the mini-computers. Finally. in terms of the 
number of service bureaus, again far more are offering BASIC 
than APL. However. the average user typically does not care 
i... hether a language is available on five machines or fifty; his 
main concern is. "Is it available to me?" The answer. in most 
major cities in the U.S.. is yes; and the availability of APL appears 
to be growing, 

4. APL has large libraries of programs. The number of APL 
programs in the put-lie domain is quite large. It is t.rue, of course, 
that thev are nowhere ncar as numerous as those In BASIC. hut 
the APL libraries are growing: rapidly, fueled by such major users 
as IB\\ itself and by American Airlines' comprehensive APL­
based ma naccmcnt information system. 

Although BASIC might have an edge at this point. APL is 
gaining so rapidly that soon the number of available programs, 
as wel l as the number of companies offering time-sharing services, 
will result in differences that are more apparent than real. 

Business School Applications 

I.	 Finance 
Capital budgeting is one area In which a fair amount of work 

has been done. Such variables as cost of capital, differing de­
preciation schedules and tax treatments, variable income streams, 
anJ nrovisions for risk can all be taken into account and tested 
for their relative sensitivity. 

Two examples of specific assignments which have been under­
taken involve computer acquisition and property tax evaluation. 
In the first C:''iC. the frequently-encountered problem of whether 
to lease or i"t:y computer hardware was studied. Discount rates. 
equipment confmurauons. expected operating schedules (e.g .• one 
shift or two). and charping and pricing algorithms were all varied 
to arrive at the most devirablc solution. In the second case. a real 
estate companv'< capital asset management was partially depend­
ent upon local property tax rates. so the extent of this sensitivity 
was analyzed. 

Another application in the financial area is the use of corporate 
financial data from such sources as Standard and Poor. Financial 
ratio analvsis across companies or over tirnc has been undertaken. 
Also. various t vpcs of financial forecasting and trends analysis 
have been studied through the lise of regression techniques and 
time series analysis. Finally. in the field of investment portfolio 
.election. the study of risk hy means of bela factor analysis has 
oeen done. 

2.	 Statistics. 
\Vith the availabiuty of SfATPACK2 from the University of 

Alberta, as well as other statistical tools in the API... public library, 

to;ystem. now In use by over ten other unlvcrsttv cornputtnz centers. con .. 
tains a number c( APL cnhancements. Among them arc additional sys· 
terns commands; powerful Iormattrne functions for outputt inz data; a 
shared file system pe r m itt inx APL. for the first time, to handle sil!nificant· 
sized files; and an APL-b.ateh file inte rf'ace nllowint.: high snccd innut output 
devices to be used instead of the rcouircmc nt of having to enter all data 
throush the terminal. The nnnortunce of this file handunn capability will 
become more apparent when SOlUC or the applications are discussed. 

a variety of problems can he investigated. In a course on mea­
surement theory. analysis of variance and problems of data trans­
formation were studied. For statistics classes. both classical 
statistics problems (c. g., determining sample sizes anJ tests of 
significance) as well as Bayesian statistics (e. g, decision tree 
analysis) have used the students' APL background to good effect. 
Correlation. regression, and analysis of variance applications of 
various types are undertaken: and, in decision theory, much of 
the calculation drudgery has been eliminated through the use of 
APL modules without sacrificing the mastery of the concepts. 

3.	 Planning and Control. 
Of the several courses within the school that focus on planning 

and control. one is built almost entirely around the use of APL. 
Student teams have developed planning models, each in a setting 
of their own choice. In creating these planning systems. stress 
is placed on the importance of the user-interface and upon such 
issues as data and file management, security features, and real­
world feasibility. 

4.	 Operations Research. 
By using a variety of programs in the public library, students 

arc able to attack nonlinear and integer programming problems 
which, because of the need to solve a linear programming subpro­
gram for each iteration, are usually so long that only the simplest 
are assigned. Now, with ,APL routines to handle the L. P. 
calculations. students can devote their attention to understanding 
the underlying: nonlinear or integer algorithm. Resource allocation 
decisions and transportation and shortest route problems are 
regularly assigned and students carl perform a number of sensi­
tivity analyses on constraint variables and coefficients of the 
objective functions. 

Some simulation and model building is also being done. but 
the interpretive nature of APL makes the execution of problems 
of .thi~ S?rI fairly costly if the number of iterations is high, 
It IS in Instances such as these that the qual ity of the coding 
becomes critical. Poorly or inefficiently written programs can be 
intolerably expensive. while the same program carefully written 
to take full advantage of the power of APL can be much more 
cost effective. 

5.	 Management Gaming. 
Probably the most extensive use of APL is in connection with 

the playing of the general-purpose management game which is an 
integral part of the 1\1. B. A. students' fi rst year of study. Ex-' 
ternally.it is quite similar to the IBT\f APL Business Simulation. 
internally, it is constructed rather differently. The availability 
of the APl Plus-batch file interface permits the best of both worlds. 

In almost all business games which involve more than two 
teams. the inputs (in the form of various management decisions) 
must be provided by all teams before the game can be run for 
the next period. This is intrinsically a hatch operation. On the 
other hand, it is very helpful if each tcam can prepare input. and 
analyze output. in an interactive mode. 

There are 72 teams divided into 12 industries of 6 firms 
each. The teams prepare input at the APL terminals. making 
use of whatever tools they find helpful: resource allocation models; 
pro forma income projections; forecasts based upon regression 
techniques: and. in a few cases. specially-prepared simulation 
models of the industry and the competition (i.e .. a simulation of 
a simulation). 

Each of the teams then stores its decision in a specially­
accessed-and protccted-APl Plus file. When all the decisions 
arc in. they arc passed to a temporary batch fife. From here 
they are input into a FORTRAN-coded batch program which 
actually executes the game for the next period of play. The 
results of this execution arc printed on the high-speed remote 
printer in the School as well as being returned to each team's 
APL stored workspace; there they can analyze the results for 
the next round of competition. 
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BEHKLLEY • DAVIS • lHVI;\.;E • LOS ANGELL') • I\IVEHSIDE • SA~ DIEGO • SA!' FnA~CI."'CO SAl'."TA I.L\HHAHA • SA~TA cnuz 

CHAV{lATE SCIIOOL OF 1-.fANAGE1\.IENT 

LOS ANGELES, CALIFOHNIA 90024 

Thank you for your interest in our program, Interactive Computing for Manage­
ment Educators, to be held here at UCLA during the period June 29 - July III 1975. 
The res po ns e ha s been such tha t we expect to have many more a pplicants than we 
have openings. For this rea son, we will be forced to select from among those 
expressing interest in order to obtain the desired class size of 24. As stated in 
the descriptive brochures, it is our desire lito obtain a broad cross section of 
disciplines I functional areas, and representation from among AACSB member 
schools. II 

Toward this end, I am enclosing an application questionnaire which I would like 
for you to fill out and return to me by April Sth , I know this questionnaire may 
appear formieJable I but only in this way can we obtain the broad base of informa­
Lion we need in order to make mte ll iqent decisions. Therefore, I beg for your 
indulgence. 

As of the writing of this letter, it appears that there will be approximately five 
applicants for everyone opening. On the surface I this may discourage you from 
completing the questionnaire I especially when you see the questions relating to 
computing background. You may assume that because you have little or no ex­
perience, your cha nee s are carre spondingly lower. Actually I if anything I the re­
verse is true. As sta ted in the brochure II there is no need to have had any 
experience in compu ting • II Also, II it is the intention of this program •.• to make the 
transition from non-use [emphasis added] to informed use as easy and painless as 
possible. tI 

A second reason for completing and submitting the questionnaire - even if you 
are not selected - is that your application, together with others who were unable 
to be accepted, will form a "data base" of evidence of the widespread interest 
for programs such as this. Hopefully I such a large list of individuals would 
move IBM 
offering. 
did not m

or some other sponsoring organization to 
Of course I there is no guarantee of this I 

ention it as a possibility. 

underwrite a 
but I would 

second or third 
be remise if I 
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Therefore, may I enlist your care and assistance in completing the application 
questionnaire and returning it to me here at UCLA. All e ppl i carrts will be notified 
of the final selections by the second week in April. Thanks again for your 
interest and help. 

Sincerely I 

EPHRAIM R. McLEAN 
Assistant Professor of 

Information Systems 
Director, Center for 

Information Studies 

ERM/mc 
Enclosure 
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INTERACTIVE COMPUTING FOR MANAGEMENT EDUCATORS 

Graduate School of Management 
University of California 

Los Angeles I California 90024 

29 June - 11 July 1975 

Applica tion Ques tionnaire 

Please fill out this questionnaire as completely as 
possible and mail to the address below by April 5/ 1975. 

Prafes sor Ephraim R. McLea n
 
Graduate School of Management
 
Uruvcrs i ty of California
 
Los Angeles I California 90024
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---------------------

----------------------------------

----------------------------------

--------------------------------

------------

-------------

-------------------------------

---------

--------------------

I. Infornlution Conccrni~plicunt 

1. Full Name

2. Present Title

3. Ins ti tu tion

4. Address (include ZIP Code): 

a. Business

Telephone	 _ 

b. flame 

Telephone

5 • Da te of Birth	 Birth Place----------- ------------,---­

6. Citizenship	 7. Soc. Security # 

8.	 Educa tion: Type of Date Ins ti tu tic n
 
Degree Obtained Where Obtained
 

a) Undergraduate:
 
b) Gradua te:
 

. 9.	 Discipline or Area 
of Soecializa tion:

10. List the three courses which you teach most regularly: 

Title	 Topic (if not clear from title) 

a. 
b. 
c. 

In which of these courses do you anticipate making the greatest use of Interacttv. 
compu tlnq ? a. b. c.-- ­
If some other course 1 please describe:
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-------

------
------ ------------------------

------
----- -----------------------

II.	 Informotion Concerning Aoplicunt's Cornputcr Background (if any). 

1.	 Have you ever written a cornpu ter program or taken a course in computer
 
proqra mrni nq ?
 

No:	 Ifno, please go on to Questior1II.3. below. 

yes:	 If yes, please state in which language(s) these programs 

were wri tten	 _ 

2. l.ist the computer courses you have taken (do not list more than 5): 

Topic (if not clear from title) 

a. 
b. 
c. 
d. 
e. 

3.	 HElve you ever used the cornpu ter in a conversa tional, interactive mode 
(e.g., APL, BASIC, T80, etc.)? 

No:


Yes: If yes, please describe:


4.	 I-Iave you used the computer in any other way not described above? 

No:
Yes: If yes I please describe: 

III. Informa tiD n Concerning Ap olican t l sIns ti tution 

1. Number of Students Enrolled: 
Business School 
or Departmen t 

Total 
Campus 

a) Undergraduate: 
b) Masters: 
c) Doctorate: 
d) Total: 

2. Year in which business school or de pa r trnent was founded:	 _ 
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-------

------------

---------------

----------------------------------

-----
-----

-------------------

----- ----------------

3.	 Total number of facul ty F . T. E. I s (Full Time Equivalents):

4.	 Type of computer most frequently used by business school faculty and students. 
(Please	 give manufacturer's name and model number. E. g. IBM 360/50 I
 
IBM 370/145, Burroughs 5700, Xerox Sigma 7 I etc.):


5.	 Computer available !2.- business school faculty and students I if different from 
Question III. 4. above. (Again, please give manufacturer's name and model 
number) :

6.	 Does the business school currently have a terminal-based interactive computing 
service available to it on a regular basis? 

No:	 If no , please go on to Question 111.9. below. 
Yes:

7.	 What type of interactive service is available? 

BASIC APL (Burroughs):

APL/360 APL/CMS
 
APL * PLUS APL/sv
 
APL (UNIVAC) : _ APL (Xerox)
 
Other (please describe):
----_.--------------------- ­

8.	 Number of computer terminals available for student and faculty use: _ 

9.	 Wha t plans are there for the fu ture wi th regards to acquiring or enhancing the 
interactive computing capability for the business school and/or the campus as 
a whole (please be as specific as you can)?

IV.	 Informu tion Concerning Use of Interactive Computing 

1.	 Do business school students' currently take a required course in computing? 

No:---- ­
Yes: If yes, please describe this course: 
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---------

2.	 Are there other courses in the curriculum which make use of the computer? 

No:-- ­
Yes: If yes, please list them (if more than 5, list only those closest
 
to your discipline or area of specialization):
 

Title	 Topic (if not clear from title) 

a. 
b.-------- ­
c • ---------_ 

d.---_._---­
e.

3.	 As part of the program, Interactive Campu ting for Mana gemen t Educa tors I each 
participant will be required to develop and program (in APL) an application relating 
to his or her discipline. If selected, describe what your application would be: 
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----------

------
------

-------

4.	 Rccongizing tha t there D1C1Y be man y more a o p l i ca nts than there arc openings 
in th i s proqrurn , please mak o a brief statement a s to why Yl)U wish to a ttcnd 
e nd what you believe you will be a bl o to do with the experience once you 
return to your own campus: 

s.	 Al though all expenses while a t UCLA will be covered by the sponsoring grant 
from IB~J1, travel to and from Los Angeles will not be covered. Please indicate 
the source of such travel funds: 

School or university sources:
FrOIn your own pocket: 
Other (pleasedescribe): 

6.	 If you are unable to get into the June 29th program because of the limited number 
of openings, would you be interested in attending this program at some later 
date (assuming that additional support cou ld be obtained)? 

No:
Yes: If yes, please indicate your preference as to time: 

Late July 1975
 
Mid -August 1975:

Summer 1976
 
Other
 

Thank you for your care and patience in completing this application questionnaire. 
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Letter of Acceptance
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llERKELEY • DAVIS • lHVINE • LOS /'l.NGELES • HI\'EHSIDE • SAN DIEGO • SAN FHA:\'CISCO SANTA BAHBAHA • SANTA CRUZ 

GHADVATE SCHOOL OF ~IANACEl\.fENT 

LOS ANGELES, CALIFORNIA 90024 

On behalf of Ken Siler, Jim Schenck, and myself, I would like to 
take this opportunity to welcome you personally to the upcoming 
program "Interactive Computing for Manageme n t Edu cat o r s " here at 
UCLA. 

At final count, there were 105 faculty members who made application 
to the program and so the selection process proved to be very dif­
ficult indeed. I believe, however, that those who were selected 
represent a broad cross section in terms of disciplines, schools, 
and geographical distribution. I hope that the two weeks that you 
spend wi th them-and wi th us-will prove to be e n j o y ab I.e as well as 
productive. 

The program itself is described in a fair amount of detail in the 
announcement brochure and so I won't repeat that information here. 
However, a few additional details may be helpful. 

The program will open with a reception-cocktail party, followed by 
dinner, beginning at 6: 00 P.~.f. on Sunday, .Ju n e 29th, at the !Ioliday 
Lnn of 'Vestwooc!, 10740 Vlilslli11 e Boulevard, in 'Vest Los Ange Le s . A 
color brochur-e, dc s c r i bing the rial iday Inn is enclosed. ,Ve have made 
reservations for you at tllis Holic1ay Inn for the 12 nights, .Iu ne 29th 
through July 10th. If you wish to arrive earlier or stay later (at 
your expense), please let us know so that we may notify the Holiday 
Inn of your plans. All of the rooms will be double occupancy, but 
each room has two queen-sized beds and so I am sure you will be quite 
comfortable. 

The Inn is abou t 12 ml l e s f'r-om Los Angeles International Airport and 
t her e is a bus wh i.c h goes directly to t h e Inn f r'orn either Building 2 
or Build ing 7 at the Airport. l'he fare is $1.70 and t he s chodu Le is 
as follows: 
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11. A. International Airport 
Bldg. 2 Bldg. 7 1101 iday Inn 

9:25 .A.M. 9:35 A.M. 10:00 A.M. 
11:50 1\. M. 12:00 A.M. 12:30 P .lli. 
1:40 P .11. 1:50 P.M. 2:20 P.M. 
3: 10 P • M, 3:20 P.M. 4:00 P.M. 
5: 10 P. r,I. 5:20 P.M. 5:45 P.1\1. 

If you miss the bus, there is of course taxi service; the fare is 
approximately $6.00 - $7.00. 

Breakfasts will be at the Holiday Inn (just charge it to your room) 
a n d lunches at t h e UCLA Faculty Club. A cas h stipend w i Ll be pl-O­

vided upon arrival so that you can have your choice of dinner at 
either the Inn or at one of the many restaurants in Westwood. Laundrl 
dry cleaning, or other personal expenses can also be charged to your 
r oom . l\ special bus w i Ll p i-o v t do transportation between the Inn and 
t he Gr aclua't e Sc11001 of Man agemcrrt . \'iest\voocl itself is within waLk i ng 
distance, so you will not require a car unless you wish to plan a tri~ 

on your own (e.g., a visit to Disneyland on the middle weekend). Nat­
urally, such trips, as well as any other private entertainment, are 
not covered by the IBM grant. 

The weather in Los Angeles is quite pleasant in June-July (mid-80's), 
dress Tl ve , en sarid t he for classes wi be inforrnal. Howe r tile ev i ng can 

be cool an d so you will probably wan t s ome t h Lng warmer for evening 
'weal- . 

C~asses will be Monday through Friday for both weeks (including the 
4t11 of (July), 8:30 A.11. to 5:30 P.!\!. Vie plan to f I n i s h the f o r ma L 
ins Lru ct ion e a r ly i 11 the s e co nd we e k and devot e the bal ance of the 
time co wo r k i n g on your i ndi vidual p r ogr-ams . As me n t Lo ned in the 
unnounc cment , t he s e APL programs ar-e to be pu b Li s he d ill a monograph, 
and so we are DI0St anxious that e ver yone have their pr o gr am comp Le t e d 
by FI' iday rnor n Ln g . 'I'he r-e f or e , you may make plans to leave Los Angeles 
some time Fr' id ay aft el~110011 o r eve ni n g . Mo r e Ln f'or-ma t I o n about tile 
preparation for this programming assignment is covered on an enclosed 
sheet. 

Finally, I am enclosing a list of the course materials and a copy of 
one of the bo o k s we w Ll I be i u s i ng : Mar-LLyn Bo111'5 Information Pro­
cessing. Although none of the participants are knowledgeable about 
AP~--several c r ou i. compu t g . f or-e , indo have some ba kg nd n Ln T'he r-e 

order that we all have t he s ame vocabulary, I am sending this book 
in advance so that you can "COIne up to speed" on basic computer con­
cepts prior to t ho bc g i nn i ng of the p r ogr am . It is a wo l Lc-wr i t t en , 
straight-fol~\Vard text a nd t he e n c Lo s e d book list indicates those pages 
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that will be most useful. If you do not have a ny previous bacl{­
ground in computing, please read the assigned sections before June 
30th. 

I believe that I have covered most of the key points of the program; 
110\VeVer, if you h a v e any questions be t wc c n now and its bo g Lnn i ng , 
please feel free to call r\Iiss Madd i e Contraras, the a dm.i n i st r-u t i.ve 
assistant, at (213) 825-2001. 1'11e number for 't h o I-Ioliday Inn is 
(213) 475-3,·11. I am Loo k i n g f o rw a r d to me e t i ng you personally and 
to the two weeks we will be spending together. 

Sincerely, 

Ephraim R. McLean 
Assistant Professor of 

Ln f o r-ma t i o n Systems 
Director, Center for 

Information Studies 

ER~,f/kw 

Ellclosures (5) 
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I~rJ~nAcr IVE CO~fPUT ING ron l\fANAGE~,fENT EDUCAl'ORS 

Graduate Sc hoo I of Mana g ome rrt
 
Uni vel"S i t Y of Cal i forni a, Los Angel es
 

READING LIST 

The following books and materials are to be us, d in conjunction 
wi th the DeLi\ pr-o gram <;>n API; for management: 

*Bohl, Marilyn, Information Processing, Chicago: SRA, 1971. 

Buckley, J. W., Nagaraj, M. R., Sharp, D. L., and Schenck, 
J. W., Management Problem-Solving with APL J Los Angeles: 
Melville-Punlishing Co., [974. 

Gilman, L., and Rose, A. J., APIJ: An Interactive Approach 
(2nd Edition), New York: John 'Vi-ley & S011~;, Inc., 1974. 

Scientific Time Sha-ring Co r por a t Lo n , APJ...J Plus 6.F~,fT Report 
Fo r ma t t Ln g Instr"uction ~..Ianu a l , Be t he s da , Maryland: S'l'SC, 
197Z-: 

Sc i e n t i f t c Time Sharing Corporation, APL Plus File Sub s y s t em 
Instruction Manu aL, Bethesda, Mar y Land : ST-SC~ll-:----

Scientific Time Sharing Corporation, APL Plus Time-Sharing 
Re e r c n cc Data d , Ma r l a.nd :f Car Bethesda, y S'fSC, 1971. 

* The Information Processing book is to be read prior to arrival. 
Al tll01Jgil-aTIC)f tIle IJool< is informative and potentially useful, 
t.he mo s t, irnportant parts are found on the f'oLl ow i n g pages: 1-37, 
49-93, 10G-171, 189-220, 231-235, and 247-282. The other books 
and materials will be distributed at the beginning of the course. 

6/9/75
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Program Evaluation Questionnaire
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I N'rrEflACTI VE COnLPU'fING FOR ~lj\ Nf\ GE r~l}~ nr Ef)UC1\TORS 

Gr a dua te School of Mana g eme n t
 
University of Ca Lj I'or-n i a I Los Angcles
 

Pr'orrr am Ou e s t Lonna ire 

I .	 ACCOTIlmOcla t ions 
Poor Outstanding 

1.	 Rooms at the Ho I iday Inn / / / / / / / / 

2.	 Mca Ls 
Br eakra s t s at the 
Holiday Lnn / / / / / / / I 

Lunches at the UCLA
 
Fac u I ty Co nt e r / / / / I / / /
 

j\ r r a11 geme 11 t s for 
independc11 t dinner 
dining / / / / I / / / 

3.	 'I'r a ns porta t ion / / /' / / / / / 

.1
IJ •	 Adm i n i st r a t Lve and 

c Lcr	 i c a L support (Ma ddLe 
COIl treras)	 / I / / / / I / 

5.	 Pr ogr am SUPP01.,t (Bob 
Br-a de p Les ) / / / / / / / / 

6.	 Comme nts a nd z'or general appraisal of 1101..1S ing, meals and o t her 
1 iv .i ng arrangements: 

II.	 Course 
POOl"	 Ou t s t andLng 

1 .	 Text (Ga Ima n & Rose) / / / / / / / / 

2 •	 Other reading materials 
and handouts / / / / / I / / 

3.	 Lecture c orrt eri t and 
sequellc ing / / / / / / / / 

4.	 Lab assignments / / / I / / / / 
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5.	 Prescntntions by out s Lder s 

Da d n t t Attend 

STSC ( ) / / / / / / / / 

pes ( ) / I / / / I / / 

Xerox ( ) / / / / / / / / 

Bill Ber g quLs t ( ) / / I
I / / I I / 

Too	 Too 
Basic	 Advance 

6. Overall course	 c on t e rrt / / / / I / / / 

Too	 1~oo 

Slo\v l'ast 
7 • Pace of presentation I / / / / I / / 

8. V{hat would you	 like to see added 01" expanded? 

9. What would you	 like to see deleted or reduced? 

10.	 Ot her suggested changes to the st r-uct ur e or c o n t c n t of the 
program: 

11.	 Other suggestions 01· comme n t s : 

III. Instrtlction 

1. Qua Lf ty and effectiveness of classroom sessions 

Poor Ou t s t a ndLng 
Eph Mc Lea n I / / / / / / / 

Ken Siler / / / / / / / / 

Jim Schenck / / / I / / / / 
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t) 
LJ. Quality a 11(1 effectiveness 

of 1411) [3eSS 10115 (Jim 
Schcnc lc ) 

Poor 
/ / I / / 

Ou t s t a ndLng 
/ / / 

3. Oua Li ty a nd e J f ec t i v e nes s 
of i:ndi v Ldua 1 c oaoh i ng and 
assistance 

Bob 3radspies / / / / / / / / 

Eph Mc Lea n / / / / / / / / 

Jim Schenck / / / / / / / / 

Ken Siler / / / / / / / / 

4. Comments and/or general appraisal of t he qunlity of instruction: 

I V.	 ~StlmJll:lry 

Poor	 Ou t s t andLng 
1.	 Your ovora 11 eva 111at ion 

o f tile progr am as a who Le / / / / / / / /--------------_. 
2.	 A brief statement summarizing your overall appraisal of the 

program: 

3.	 Any other suggestions for improvement? 

Name (Optional) 
TlfANK YOU FOR YOUR ASS J ST .l\r-~CE 
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Post Conference Follow-Up Letter
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23 July 1975 
CHAl)l}ATE SCHOOL OF ~IANACE1\{ENT 

LOS A~GELE.s, CALIFOHNIA 90024 

Now that a week or so has past since the end of the program, I hope you 
have had a chance to r-e cup er-at e f r om t he r-Lg or-s of our tV10 wee ks to­
gether. It was a dena nd i ng e xp e r Lon ce f o r all concerned; but I I for 
one, t h or-oughLy enjoyed myself. I h op e you did too. 

Jim, Ken, and I arc in the process of reviewing the programs that were 
left wi t h us. On t h e a t t a cn e d ahee t .i s a ch e c k I ts t of the materials 
t ha t we have r r om y ou , If yOLI w:J..nt--o.r need-to wor-k on your p r ogr am , 
mo r e Ly go to one elf the APL t c.rmtna t s your caI~1t)US t he d i .. I Ln ton and n a o 

our svrrt em here at UCU\. 'I'h e numbe r s a ga i n a r e as fo110\1/8: 213 ...... 825·-0911, 
-0921, 0931 1 -09'11, :J.I1d -0721. Naturally) you wi.Lf. have to identify to 
the system the t yp e of terminal you ar~~ u s Lng (e.g., A'L) or 1\9) f o r IR~,t 

2741 u s did here at UCltA. use ou r APL nurabe r"s ) , .j t as you After- that, y 
and password and then go to town: 

The numbor s will be kept active until Moriday , Au gu s t 18th. At that time 
vie hope to ha ve e ve r-y one t s \vo19 1( in h a nd and wLl I uben begin the detailed 
e dit Lng , If y ou have any qucst Lons 011 p r ob l ems , don'thesit2.te to give 
one of us a call. 

Eph McLean 213-825-1449 
Ken Siler 213-825-1252 
Jim Sch e nc k 213-825-4196 or 213-825~2870 

I hope tl1at t.h e ba I.a... nc e of t110 summe r- w i Tl be pleasant for you and t ha t 
you will be able to put your' new Ly a c qu i r-e d APL sl~ills to use in t he 
Fall. 

Sincerely, 

EP}IRAI~,'1 R. 1fcIJE1\N 
Associate Professor of 

Lnf or-ma t Lon Sy a t erna 

Attachment 
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