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ABSTRACT 

A definition of Sparse APL is proposed. A review 
of Sparse Matrix Research is presented and related 
to the current APL language and systems. 
Presented next is a discussion of the possible 
extensions of classic Sparse Matrix methods that 
would be required in a "Sparse Array" 
implementation of APL. This includes a discussion 
of a suggested research direction. Some 
relationships of Sparse APL to other fields 
outside of APL are mentioned. Finally, a list of 
open questions is interposed for anyone interested 
in pursuing some of these questions. 





SPARSITY AND APL 

1. SPARSE APL 

Sparse APL would be an APL language unchanged from its 
natural course of evolution but implemented in a system that 
would not use storage space or operation executions when 
they are "unnecessary". 

This ideal system is a goal, not a reality. There are many 
problems in design and implementation yet to be overcome, 
not the least of which is the precise specification of when 
an item must "necessarily" be stored or be a part of an 
operation execution. Also, it is not certain that the 
ability to handle "Sparse" data can be arrived at without 
some new linguistic facilities, especially during input and 
output. 

"Sparse" data are data that can be specified with less 
information than that required to store each element in its 
proper array position. For example, the vector of the first 
million integers does not require one hundred storage 
locations and certainly not one million. 

In order to be well defined, this definition of Sparse data 
needs a definition of information content of a data array . 
This raises the first, 

Open Question 1: 

What is a useful definition of the information content 
of an array? 

"Useful" means that the information measure can be used to 
evaluate the performance of various storage, retrieval, and 
manipulation schemes. Such an information theoretic measure 
might even suggest some schemes. 

In lieu of such a definition, "Sparse Array" is taken to 
mean either 

(1)	 An array that can be compactly stored due to its 
very special structure * 

Ex: An arithmetic progression. 

or 
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(2)	 A regular homogeneous array comprised of two classes 
of data. Class one is comprised of one or a few 
elements repeated often. Class two is general. The 
first class covers most of the--array, the second 
class is rare in the array. 

Ex: An LP array with K non-zero elements in each 
row and N-K elements zero. K is less than 5 percent 
of N. In this case, the only repeated (class one) 
element is the zero but it covers more than 95 
percent of the array. 

Ex: A character array with only one long line, and 
the rest short, such that most of the array is 
blank. The blank is class one, the non-blanks are 
class two. 

This definition derives directly from Sparse Matrix Research 
(SMR) [1-12]. However, notice that in APL there is no 
restriction to two dimensional arrays. 

2. RELATED WORK 

The SPARCOM paper [13] is an example of the special sparse 
case of bit arrays. Ashany uses a Gustavson 'Row Pointer 
Column Index' (RPCI) scheme [la, 11, 12]. It is not yet 
clear whether any substantial gain over the current 
implementations can be realized by generalized sparse 
storage schemes in the bit array case. It is suspected that 
this special case will require special methods involving 
special hardware for any major improvement in performance. 

In this case the arrays are primarily two dimensional and 
homogeneous. 
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3. SPARSE MATRIX RESEARCH (SMR) AND SPARSE APL 

Sparse data types in APL have been mentioned in passing [14] 
but we know of no work on the subject. 

Sparse matrix research (SMR) is primarily motivated by the 
need to solve large systems of algebraic equations in the 
real domain, where the matrix of coefficients is sparse and 
real, i.e. contains many zero entries (class one data) and 
few non-zero reals (class two data) . Many areas of 
commercial data processing exhibit sparse array 
characteristics such as in material processing and the 
matrix form of double entry (or double classification) 
bookkeeping. Practically no work has been done in applying 
sparse array ideas to these commercial data processing 
areas. * 
The field of sparse matrix research and development is large 
in terms of the number of investigators and publications 
available. The Bibliography contains a short list of books 
and survey papers on the subject [1-12]. This is a 
sufficient starter for anyone wishing to delve deeper into 
the subject. 

Open Question 2: 

What are the areas in Commercial data processing that 
would benefit by a Sparse APL? 

3.1 PIVOTING 

For the purpose of relating SMR to sparsity in APL, recall 
that the solution of a system of algebraic equations 
involves scalar multiplication of a row vector and row-row 
addition or subtraction. Looked at in this way, admittedly 
over-simplified, SMR is concerned with efficient storage, 
retrieval, and execution of 

ROWI -- ROWI + K x ROWJ. 

* We thank Gene McDonnell for pointing out these commercial 
data processing examples. 
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This involves a very limited subset of APL capabilities. 

3.2 TRANSPOSITION 

A little deeper into SMR it is found [12] that the operation 
of transposition is also of central concern. This concern 
derives from the bias some storage schemes [6] have for 
efficient row-oriented storage and retrieval. When column 
operations are required, it is often best to transpose the 
array in situ and then to proceed with row retrieval and 
processing rather than implement column operations directly. 

3.3 SPARSE ARRAY I/O 

There is other SMR work relevant to Sparse APL, such as 
work on the problem of input of a sparse matrix, the display 
of its structure (zero non-zero pattern), and the printing 
of sparse matrices. See the MPSX system [15] for one set of 
solutions to these problems. The input of (I, J, element) 
implies and is implied by the storage scheme employed in 
MPSX. The PICTURE capability is a character pattern print 
out generator. This often requires laying the printout 
sheets on the floor of a conference room and standing on a 
ladder in order to get a "gestalt" of the structure. 

All totaled, our opinion is that the majority of the 
problems in defining a sparse APL are precedented in SMR but 
are much more general. For example, Gustavson's work on 
transpose [12] is important in determining the direction of 
attack on structural primitives such as transpose, rotate, 
reversal, and reshape, but there are new difficulties 
encountered in APL. 

3.4 MULTIDIMENSIONAL ARRAYS 

Although most of the Sparse matrix literature and techniques 
were developed for rectangular matrices because the 
applications generate them, there are applications that 
generate multidimensional arrays. This work appears in the 
literature dealing with tensor product formulations in 
differential equations, for example. We have not yet looked 
deeply into this application area, but so far we have not 
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found relevant references on sparse implementations. Any 
such would be appreciated. 

4. SUGGESTED RESEARCH DIRECTION 

We suggest an investigation into transferring whatever is 
relevant from SMR to the definition of a sparse array 
implementation of APL. We are primarily concerned with 
Sparsity in the second definition form, as given in section 
1. above. Our specific suggestion is toward generalizing 
Gustavson's row pointer column index (RPCI) [lol scheme to 
multi-dimensional regular homogeneous arrays and then 
enlarging his transposition scheme [12] to other structural 
primitives if possible. In addition to this, one must 
examine the other primitives for efficiency if they were to 
act on arrays stored in RPCI form. This leads to 

One way to generalize RPCI is to map any array onto a matrix 
maintaining row and column order (see 5.1 below). This 
leads to 

Open Question 3: 

Is generalized RPCI critically sub-optimal for some APL 
primitive? 

4.1 CHOICE OF APL PRIMITIVES FOR STUDY 

We suggest using information developed by Saal and Weiss 
[16] and others on frequency of use of APL primitives. One 
must choose the most frequently used primitives for 
analysis. Eventually, all primitives should be analyzed for 
the effects of this suggested sparse storage scheme. 

4.2 FEASIBILITY OF VERIFICATION OF SPARSE ARRAY TECHNIQUES 

By writing APL functions that perform the actions of 
selected APL primitives on data stored in this chosen sparse 
data storage technology, these functions would verify that 
the primitives could, in fact, be implemented. The 
functions would also act as prototypical implementations of 
the primitives in a new Sparse Array APL interpreter. 
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It is possible that a large subset of primitives will have 
to be replaced for an experiment to be a reasonable test and 
generate meaningful data. 

It is also necessary to provide I/O conversion routines to 
communicate outside APL, including terminal display. This 
necessitates defining an extension to the actions of the 
Format primitive, (but not its function in the language) and 
the system formatting functions. 

Open Question 4: 

Is there an efficiency to be gained by explicit user 
specification that an array should be stored sparsely as 
opposed to a hidden scan/decision? 

5. OTHER RELATED FIELDS 

5.1 GENERALIZED ARRAYS AND SPARSE ARRAYS 

We have noted a close relation between Generalized Arrays or 
Array Theory (T. More Jr. [17]) and Sparse arrays. Any 
Generalized Array can be imbedded in a large enough regular 
array of sufficient dimension though, in general, it won't 
be homogeneous. Quite often this imbedding generates a 
sparse array where the "fill" elements are class one data 
(zero, blank, null-element). 

Conversely, many classical sparse matrices, and many 
projected sparse APL arrays are of "special structure" and 
can be specified as compact general arrays. For example, a 
tri-diagonal matrix can be specified as a triple of 
different length vectors catenated with a single triple of 
offsets which determine which three matrix diagonals are 
being represented. 

This has led us to a conjecture, with Jim Brown of the IBM 
Research Division, that a hybrid pointer scheme combining 
our suggested modification of RPCI with Brown's pointer 
structure for generalized arrays might be a very efficient 
way to store sparse data for APL. See [ 18 l­
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5.2 EXTENDABLE ARRAY STORAGE 

We would expect to find a close relationship between the 
theory of extendable arrays as it is developing, [19], and 
the final implementations of Sparse arrays. 

Open Question 5: 

What is the relationship between extendable arrays 
storage techniques and the techniques used for extending 
the storage areas of sparse arrays as they fill in? 

5.3 OTHER LANGUAGES 

There is a continuing movement towards including distributed 
arithmetic into languages other than APL. For example, 
there is the extension of +,-,/,*, in PL/I to array and 
structure arguments. 

Any results uncovered for these operators in APL would apply 
also to any language using distributed arithmetic. 

5.4 INDEXING 

Indexing data is a general Computing Science problem that 
generates many interesting, and for Sparse APL, possibly 
relevant results [19, 20, 21]. 

5.5 DATA COMPACTION 

The problem of efficiently storing and fetching Sparse 
arrays appears in the data communication context, especially 
where data are distributed over a network and need to be 
compactly transmitted. There are schemes for coding 
transmitted data (see any recent text on information theory, 
especially the sections on Huffmann coding) . 

We are concerned here with compacting the data before 
presentation to those schemes. We expect a savings by 
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pre-transmission context dependent compression, which would 
be allowed by a Sparse data storage technology. 

The relationship between context dependent compaction and 
methods currently in use in data communications is a problem 
of independent interest in data communications. 

Open Question 6: 

What is this relationship? 

5.6 MACHINE DESIGN 

Various Sparse data storage techniques have been developed 
for use in advanced hardware. Conversely, various proposals 
for advanced hardware have implied mouified storage 
techniques. 

For example, if a bit string defines the placement of the 
non-zero elements in a vector, the ANDing of bit strings 
associated with two vectors defines a new bit string that 
defines which corresponding elements in the two vectors are 
non-zero. 

In an APL inner product primitive or in a hardware device 
for accumulating products, the resultant bit string can be 
used to suppress all multiplications except the ones with 
two non-zero factors. 

In both the APL software and the hardware contexts, it is 
clear that reduced operation count implies improvement in 
performance if the data storage technology overhead is not 
too great. 

Open Question 7: 

What hardware modifications would most cost effectively 
facilitate Sparse array computation, especially of 
Sparse bit arrays? 
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6. SUMMARY
 

Sparse APL raises many new and interesting questions of both 
theoretical and practical interest. 

The precise specification and then solution of these 
problems should have wide effects because the problems seem 
to be generic Computing Science problems. 

We suggest broad participation in the specification and 
solution of these interesting problems. 
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